A quasi three-dimensional model for flow and transport in unsaturated and saturated zones: 1. Implementation of the quasi two-dimensional case

A. Yakirevich a,*, V. Borisov a & S. Sorek a,b

a Water Resources Research Center, J. Blaustein Institute for Desert Research, Ben-Gurion University of the Negev, Sede Boker Campus, 84990, Israel
b Department of Mechanical Engineering, Perlstone Centre for Aeronautical Studies, Ben Gurion University of the Negev, Beer Sheva, 84105, Israel

(Received 28 August 1996; revised 28 May 1997; accepted 24 July 1997)

A quasi three-dimensional (QUASI 3-D) model is presented for simulating the subsurface water flow and solute transport in the unsaturated and in the saturated zones of soil. The model is based on the assumptions of vertical flow in the unsaturated zone and essentially horizontal groundwater flow. The 1-D Richards equation for the unsaturated zone is coupled at the phreatic surface with the 2-D flow equation for the saturated zone. The latter was obtained by averaging 3-D flow equation in the saturated zone over the aquifer thickness. Unlike the Boussinesq equation for a leaky-phreatic aquifer, the developed model does not contain a storage term with specific yield and a source term for natural replenishment. Instead it includes a water flux term at the phreatic surface through which the Richards equation is linked with the groundwater flow equation. The vertical water flux in the saturated zone is evaluated on the basis of the fluid mass balance equation while the horizontal fluxes, in that equation, are prescribed by Darcy law. A 3-D transport equation is used to simulate the solute migration. A numerical algorithm to solve the problem for the general quasi 3-D case was developed. The developed methodology was exemplified for the quasi 2-D cross-sectional case (QUASI2D). Simulations for three synthetic problems demonstrate good agreement between the results obtained by QUASI2D and two fully 2-D flow and transport codes (SUTRA and 2DSOIL). Yet, simulations with the QUASI2D code were several times faster than those by the SUTRA and the 2DSOIL codes.

Key words: subsurface flow, transport, unsaturated and saturated zones, phreatic aquifer, finite difference solution, quasi three-dimensional approach.

1 INTRODUCTION

Migration of solutes through the unsaturated and saturated zones of soil is of increasing concern because of environmental problems. Many theoretical models describing flow, solute transport and physicochemical processes in soil, have been developed in recent years. Fully 3-D saturated–unsaturated flow and transport models, e.g. Panday et al.,11 give the most appropriate simulation possibilities of these problems. However, such models consume significant computation time to simulate large-scale flow and transport problems, which usually require meshes with large number of elements or grid blocks. To circumvent these difficulties, the dimension of the equations is reduced to quasi 3-D formulations. Several authors have developed quasi 3-D models of flow for heterogeneous multi-aquifer systems.

Bredehoeft and Pinder1 considered the hydrological system represented by aquifers in which flow is assumed horizontal, and by confining layers in which flow is vertical. The aquifers are coupled by leakage through aquitards.
Hence, the problem was reduced to solving 2-D equations for each aquifer. Herrera and Rodarte\(^6\) used the same assumptions and developed a model for leaky aquifers presented by a system of integrodifferential equations. This approach reduced the dimensionality of the problem and effectively uncoupled the equations corresponding to each of the aquifers. Neuman et al.\(^7\) presented a quasi 3-D model for the analysis of groundwater flow and land subsidence in the multi-aquifer systems. In this model, aquifers are simulated with the aid of 2-D finite element horizontal grids, while leakage between them across aquitard and aquiclude is presented by 1-D finite element strings. All of the three above-mentioned models were applicable for the saturated zone only.

The quasi 2-D model of flow in the unsaturated and saturated zones was elaborated by Pikul et al.\(^8\) They coupled the 1-D Richards equation in the vertical direction for the unsaturated zone with the 1-D Boussinesq equation in the horizontal direction for the phreatic aquifer. In order to link the rate of drainage out of the saturated zone with the change of height of the water table, Pikul et al.\(^8\) had to introduce the concept of a dynamic storage coefficient.

Another development for a 3-D composite approach concerning subsurface flow and transport was presented by Kool et al.\(^9\). Their model is based on the 1-D vertical infiltration and contaminant transport in the unsaturated zone and the 3-D groundwater flow and contaminant migration in the saturated zone. However, this model considers only steady state flow conditions in the unsaturated and saturated zones.

In what follows we will present a quasi 3-D model of flow based on coupling of the 1-D Richards equation for vertical flow in the unsaturated zone and the 2-D equation for horizontal flow in the saturated zone. This approach is similar to the model developed by Pikul et al.\(^8\) but does not require the introduction of a storage coefficient. A 3-D transport equation is used to simulate the migration of solutes. The numerical algorithm for the quasi 3-D case is presented. However, in the present report, the implementation of a computer code and its verification are given only for the quasi 2-D cross-sectional subcase.

### 2 GOVERNING EQUATIONS

Figure 1 depicts a schematic view of the modeled subsurface system with a section of the finite difference grid (dashed lines).

**Fig. 1.** Idealization of the modeled subsurface system with a section of the finite difference grid (dashed lines).**

Only: (2) the Dupuit assumption of essentially horizontal flow is valid in the saturated zone; (3) water is practically incompressible, its density does not depend on solute concentration; (4) the porous matrix is rigid.

The equation that describes the phreatic surface reads

\[
h(x, y, t) - z = 0
\]

where \(h\) is the elevation of the phreatic surface, \(x\) and \(y\) are the planar coordinates.

In the saturated zone the model is presented by series of 1-D Richards equations evaluating vertical flow at points throughout an areal plane, i.e.

\[
\frac{\partial \theta}{\partial t} = \frac{\partial}{\partial z} \left( K_w \frac{\partial \phi}{\partial z} + K_{zc} \right) + I
\]

where \(K_{zc}\) is the vertical component of the hydraulic conductivity tensor.

The 2-D averaged flow equation for the saturated zone can be obtained by integrating the 3-D flow equation over the vertical direction. Following the assumption of rigid matrix, we note that in the saturated zone \(\partial \theta / \partial t = 0\), this yields

\[
\int_{\theta(x, y)}^{\theta(x, y, z)} (\nabla \mathbf{q} + I) \, dz = 0
\]

where \(\theta\) is the elevation of the bottom of the aquifer and \(\mathbf{q}\) is the specific water flux vector. By employing Leibnitz rule we write eqn (4) in the form

\[
\nabla \cdot (h - \eta) \mathbf{q}' + \mathbf{q}_h \cdot \nabla (z - h) - \mathbf{q}_w \cdot \nabla (z - \eta) + \mathbf{I} = 0
\]

where \(\mathbf{q}' = \frac{1}{h - \eta} \int_{\eta}^{h} \mathbf{q} ' \, dz\) and \(\mathbf{I} = \int_{\eta}^{h} f \, dz\) in which (’) denotes a property defined only in the \(xy\)-plane. The \(\mathbf{q}_h\) and \(\mathbf{q}_w\) denote the water flux vectors at the phreatic surface and at the aquifer bottom, respectively. Following Darcy’s law and Dupuit’s assumption

\[
\mathbf{q}' = - K \cdot \nabla h
\]
Taking into account that the normal fluxes at both sides of the phreatic surface (eqn 2) are equal, we write:

\[-K_c \left( \frac{\partial q}{\partial z} + 1 \right)_{|z=h^r} = q_l - \nabla \cdot \mathbf{v} (z - h) \quad (6.2)\]

In a similar manner at the aquifer bottom, we obtain:

\[q_l - \nabla \cdot \mathbf{v} (z - \eta) = q_l - \nabla \cdot \mathbf{v} (z - \eta) \quad (6.3)\]

where water flux through the bottom of the aquifer, \(q_l\), can be either prescribed, or calculated using known head values at the top of the underlying confined aquifer. 

The last term in eqn (5) we present in the form

\[I = - \sum l P_{lw} (x, y, z) \delta (x - x_l, y - y_l) \quad (6.4)\]

where \(P_{lw}\) is the rate of the flux source/sink located at a point \((x, y, z)\) and \(\delta\) is the Dirac delta function. In view of eqn (6), we rewrite eqn (5) in the form

\[-K_c \left( \frac{\partial q}{\partial z} + 1 \right)_{|z=h^r} = \nabla \cdot \left[ K (h - \eta) \nabla h \right] + q_l - \nabla \cdot \mathbf{v} (z - \eta) + \sum l P_{lw} (x, y, z) \delta (x - x_l, y - y_l) \times \delta (x - x_l, y - y_l) \quad (7)\]

The position of the moving phreatic surface is evaluated by

\[\psi (x, y, z, t) + \frac{z}{l} = h \quad (8)\]

As a result, we decompose the 3-D flow problem to a 1-D vertical direction presented by eqn (3) for the unsaturated zone, and to a 2-D horizontal plane for the saturated zone presented by eqn (7). We note, that eqn (7) refers to a nonsteady state, since \(\psi /\partial z\) and \(h\) are functions of time, i.e. time is included in eqn (7) implicitly as a parameter. 

Boussinesq equation for a leaky–phreatic aquifer is given by

\[S_c \frac{\partial \psi}{\partial t} = \nabla \cdot \left[ K' (h - \eta) \nabla h \right] + q_l - \nabla \cdot \mathbf{v} (z - \eta) + \sum l P_{lw} (x, y, z) \delta (x - x_l, y - y_l) + N \quad (9)\]

where \(S_c\) is the specific yield and \(N\) is the natural replenishment (from precipitation and/or artificial recharge).

The main difference of eqn (7) from eqn (9), is that the first does not contain a storage term with specific yield and a source term for natural replenishment. Instead it explicitly models a vertical flux term at the phreatic surface. In view of eqn (7), the source term in eqn (9), reads

\[N = \sum l \frac{\partial h}{\partial t} + K_c \left( \frac{\partial q}{\partial z} + 1 \right)_{|z=h^r} \quad (10)\]

Hence, the natural replenishment depends on the specific yield of the phreatic aquifer. We can also see from eqn (10) that \(N\) is equal to the Darcy flux only for steady state flow conditions.

Pikul et al. used 1-D Richards equation to simulate vertical flow in the unsaturated zone and 1-D form of eqn (9) to simulate horizontal flow in the saturated zone. Two parameters \(S(x, t)\) and \(N(x, t)\) were adjusted for each time step. The \(S\) parameter was calculated as a response to the change of water content due to the water table movement, while the \(N\) parameter was found from the mass balance at every vertical line of the finite difference grid. As was noted by Vachaud and Vaucin, such an approach is physically incorrect and the use of a linked system of equations resting on the concept of a storage coefficient may not yield simplification. Unlike this, in our model, eqn (3) is linked with eqn (7) by the flux term on the left hand side of eqn (7), and by eqn (8). Thus, our model does not require an introduction of the additional storage parameter.

The transport of contaminant species is described by the advection–dispersion equation. Here, for the sake of simplicity, we consider one conservative solute component in the soil water without any reaction with the solid matrix, i.e.

\[\frac{\partial (C \psi)}{\partial t} = \nabla \cdot (D \nabla C - q_C) + \left[ C_I H (I) + CH (H - I) \right] \quad (11)\]

where \(C\) is the concentration of the solute in the soil water, \(D\) is the apparent dispersion tensor, \(C_I\) is the concentration of the solute in the injected water, and \(H\) is the Heaviside step function.

Initial conditions at time \(t_I\) describe the distribution in the soil of the matric potential (assumed to follow hydrostatic pressure in the saturated zone), the groundwater level, and the solute concentration.

The boundary conditions for eqn (3) at the soil surface \((z = Z_s)\) can be given in the form

\[-K_c \left( \frac{\partial \psi}{\partial z} + 1 \right)_{|z=Z_s} = q_s \quad (12)\]

where \(q_s\) is the water flux at the soil surface, and the condition (8) at the phreatic surface \((z = h)\).

The plane boundary conditions for eqn (7) can be written in a general form, as

\[-[K' (h - \eta) \nabla h] \cdot \mathbf{n} + \beta_{\Gamma}\left( h - h_T \right) = Q_{\Gamma} \quad \mathbf{x} \in \Gamma' \quad (13)\]

where \(\Gamma'\) represents the plane boundary, and \(\beta_{\Gamma}\) is a parameter which defines the type of the boundary condition, \(\mathbf{n}\) is a unit vector normal to the boundary, \(h_T\) and \(Q_{\Gamma}\) are prescribed head and flux values, respectively.

In a similar fashion, the boundary condition for the transport equation, eqn (11), reads

\[-[D \nabla C - q_C] \cdot \mathbf{n} + \beta_{\Gamma} (C - C_T) = Q_{\Gamma} \quad \mathbf{x} \in \Gamma \quad (14)\]
where \( \Gamma \) represents the space boundary, \( \beta_{\Gamma T} \) is a parameter which defines the type of the boundary condition, \( C_T \) and \( Q_{\Gamma T} \) are the prescribed concentration and the solute flux values, respectively.

### 3 NUMERICAL ALGORITHM

In what follows we describe a general algorithm to solve the flow problem eqns (3), (7) and (8) together with the transport problem eqn (11), in a 3-D space. To investigate the performance of the algorithm, we implemented it to a computer code for quasi 2-D cross-sectional problems which was verified against the simulations of fully 2-D variably saturated flow and transport of other codes.

To solve eqns (3), (7), (8), (11) and (12), we implement a finite difference scheme in a 3-D space (Fig. 1). We solve the 1-D Richards eqn (3) along the vertical coordinate \( z \) of every \( J \) nodal point situated at \((x_j, y_j)\) on the horizontal plane. The right hand side (r.h.s) of eqn (7) is approximated by a finite difference approximation. A standard finite difference grid in a 3-D space is used. To deal with aquifers where the permeability varies in the vertical direction, we substitute a mass conservative scheme,\(^b\) based on the mixed form of the Richards equation is used for the finite differences approximation of eqn (3).

(4) Evaluate the vertical component of Darcy’s velocity in the unsaturated zone and two horizontal components of Darcy’s velocity in the saturated zone, at the \( t^{k+1} \) time level. The horizontal components of the water flux in the unsaturated zone are equal to zero. The vertical component of the water flux in the saturated zone can be approximately evaluated by integrating the water balance equation,\(^{14,15}\) while the horizontal fluxes \( \tilde{q}_j \), in that equation, are prescribed by the boundary condition eqn (12) at the soil surface, solve for \( \tilde{q}_j(z, t^{k+1}) \) using eqn (3). An implicit mass conservative scheme,\(^b\) is described in ref. 1. These \( \tilde{q}_j \)’s are found at any node \( J \) calculated as

$$q_j = \int (\nabla \cdot \tilde{q}_j + f) dz + A \quad (16)$$

where \( A \) is a constant which can be found using the value of the water flux at the bottom of the aquifer.

(5) Solve the three-dimensional transport problem eqn (11), at the \( t^{k+1} \) time level, through the unsaturated and the saturated zones.

Since eqns (3), (7) and (8) are nonlinear, a simple iterative procedure is used for their solution until a desired degree of convergence is achieved throughout the entire domain. The iterative procedure is applied to both equations simultaneously. However, since the water level (\( h \)) is equal to the potential head (\( \Phi = h + z = \psi \)) for \( z = h \), the convergence criteria is checked only for the pressure head (\( \psi \)) values. During simulations, time step is changed between prescribed minimum and maximum values. At any time level, the time step is automatically adjusted by multiplying a predetermined constant. The latter is greater than a unit if the number of iterations necessary to reach convergence less than that of a prescribed one. If at some time level the number of iterations becomes greater than a prescribed maximum, the time increment is decreased and the iterations are restarted for this time level.\(^10\)

At each iteration, eqn (7) is not solved directly, since its r.h.s explicitly defines a flux at the phreatic surface. Yet, the \( h \) values are found at any node \( J \) by interpolation, using the solution for \( \hat{\psi}(z, t) \) from the previous iteration as is described in ref. 1. These \( h \)’s are then substituted into eqn (7).

To introduce the soil water retention curve and the
unsaturated hydraulic conductivity we refer to the van Genuchten’s relations, \(\theta_s = \left[ 1 + \left( \frac{-\alpha \psi}{n} \right)^m \right]^{\frac{1}{m}}\) namely

\[
S_e = \left[ 1 + \left( \frac{-\alpha \psi}{n} \right)^m \right]^{\frac{1}{m}}
\]

where \(S_e = (\theta - \theta_s)/(\theta_s - \theta_f)\), \(\theta_s\) is irreducible water content, \(\theta_f\) is the water content at saturation, \(K_r\) is the saturated hydraulic conductivity of the soil, \(\alpha\) and \(n\) are Van Genuchten model parameters, and \(m = 1 - 1/n\).

We note that the 3-D formulation for flow and transport in the unsaturated–saturated medium is presented by eqns (1) and (11). The quasi 3-D formulation for these problems is given by eqns (3), (7), (8) and (11). At this stage, we have conformed the quasi 3-D formulation and the solution algorithm to deal with quasi 2-D cross-sectional problems. This was implemented to a computer code (QUASI2D) aimed at simulating 2-D flow and transport in an unsaturated–saturated media. The performance of QUASI2D was therefore compared against 2-D variably saturated models based on the solution of the 2-D Richards equation and the transport equations. This will help to reveal the model limitations and the drawbacks of the presented algorithm. The implementation of the model for more general quasi 3-D cases will be reported in a sequel paper.

When referring to the quasi 2-D cross-sectional case, the formulation can be further simplified. We recall, that water flow in the unsaturated zone is only vertical, while in the saturated zone it is essentially horizontal. Therefore, we consider, for the quasi 2-D case, these two directions as the principal axes of the dispersion, i.e. \(D_{xx} = D_{zz} = 0\). The two remaining components of the dispersion tensor are given by

\[
D_{xx} = D_m \tau_s + (a_2 V_z^2 + a_1 V_x^2) V
\]

\[
D_{zz} = D_m \tau_s + (a_2 V_z^2 + a_1 V_x^2) V
\]

where \(D_m\) is the molecular diffusion coefficient, \(\tau_s\) is the tortuosity factor, \(a_1, a_2\) and \(a_3\) are the longitudinal and the transverse dispersivities of soil, respectively, \(V_x, V_y, V_z\) are the horizontal and vertical components of the average water velocity vector and its module, respectively.

Multiplying the water mass balance eqn (1) by \(C\) and subtracting it from eqn (11), we obtain for the 2-D case

\[
\frac{\partial C}{\partial t} = \frac{\partial}{\partial x} \left( D_{xx} \frac{\partial C}{\partial x} \right) + \frac{\partial}{\partial z} \left( D_{zz} \frac{\partial C}{\partial z} \right) - q \frac{\partial C}{\partial x} - \frac{\partial C}{\partial z} + L C
\]

where \(L = \lambda \left[ C |H| + C |H| - (r - 1) \right]\).

Since eqn (19) does not contain terms with cross-derivatives, we can use the operator splitting method to solve a 2-D transport equation. According to this method, eqn (19) can be split into two sequential one-dimensional parts

\[
\theta^{k + 1/2} = \frac{C^{k + 1/2} - C^{k - 1/2}}{r_t^k}
\]

\[
\theta^{k + 1/2} = \frac{C^{k + 1/2} - C^{k - 1/2}}{r_t^k}
\]

\[
\theta^{k + 1/2} = \frac{C^{k + 1/2} - C^{k - 1/2}}{r_t^k}
\]

where \(\psi = 1\) and \(\psi = 2\) corresponds to the \(z\) and \(x\) directions, respectively.

\[
\Delta t^{k + 1} = \frac{1}{2} \Delta t^k + \frac{1}{2} \Delta t^{k + 1}
\]

is a time step.

\[
\Delta t^{k + 1} = \frac{1}{2} \Delta t^k + \frac{1}{2} \Delta t^{k + 1}
\]

is the finite difference operator approximating the diffusion and advection parts in the r.h.s. of eqn (19). The monotone scheme was used to approximate eqn (20) on a finite difference grid.

At every time level \(t^{k + 1}\), eqn (20) can be written in each \(\psi\) direction at a node \(i\) as

\[
\theta^{k + 1} = \frac{C^{k + 1/2} - C^{k - 1/2}}{r_t^k}
\]

\[
\theta^{k + 1} = \frac{C^{k + 1/2} - C^{k - 1/2}}{r_t^k}
\]

\[
\theta^{k + 1} = \frac{C^{k + 1/2} - C^{k - 1/2}}{r_t^k}
\]

where \(h\) is the grid step along coordinate \(\psi\) associated with a node \(i\), and

\[
\omega^{k + 1/2} = \left( \theta^{k + 1/2} - \theta^{k + 1/2} \right) / 2 \left( D_{xx} \theta^{k + 1/2} \right)
\]

\[
\omega^{k + 1/2} = \left( \theta^{k + 1/2} - \theta^{k + 1/2} \right) / 2 \left( D_{xx} \theta^{k + 1/2} \right)
\]

In eqn (21), the space derivatives, representing the advective solute flux in eqn (19), are automatically approximated by upstream finite difference. This dictates a monotone scheme which ensures a solution without oscillations. The introduction of a parameter \(\omega\) gives an approximation of order \(O(h^2)\) in space for the whole scheme eqn (21). The approximation in time is of first order.

Approximating also the boundary condition eqn (14), the set of the linear algebraic equations can be solved, e.g. by Thomas algorithm.

4 MODEL VERIFICATION FOR THE QUASI 2-D CASE

To test the ability of the model to simulate flow and
transport in the unsaturated and saturated zones, we compared the model’s quasi 2-D predictions with those obtained by a 2-D variably saturated flow and transport equations which were simulated by the 2DSOIL and the SUTRA numerical (finite element) models. The 2DSOIL code is partially based on the code SWMS_2D developed by Simunek et al. SUTRA is a code for simulation of fluid density dependent flow, and iterations procedure are executed for both the flow and the transport equations at each time step. Since we do not consider problems of density dependent flow and to reduce the computation time, the iterations for the transport equation in SUTRA were ‘frozen’. Three synthetic examples were considered.

4.1 Example 1. Spread of a groundwater ‘stripe’

The groundwater level at the initial time, \( t_0 \), is given as a step function

\[
h(x, t_0) = \begin{cases} 
  h_0 & \text{if } |x| \geq R \\
  h_0 + \Delta h & \text{if } |x| < R 
\end{cases}
\]

(22)

where \( h_0 \) and the step \( \Delta h \times R \) are prescribed. The analytical solution of the linearized 1-D Boussinesq equation for this case, has the form\(^\text{14}\)

\[
h(x, t) = h_0 + \frac{\Delta h}{2} \left( \text{erf} \left( \frac{R - x}{2\sqrt{at}} \right) + \text{erf} \left( \frac{R + x}{2\sqrt{at}} \right) \right)
\]

(23)

where \( a = K_s \phi S_l h \), \( S_l \) is the specific yield and \( h \) is the average groundwater level.

We carried out simulations for the silt loam GE 3 soil for which \( \theta_s = 0.369, \theta_f = 0.131, K_s = 0.0496 \) m per day, \( a = 0.423 \) m\(^{-1}\) and \( n = 2.06 \). The longitudinal and transversal dispersivities were prescribed as \( \alpha_l = 1.0 \) m and \( \alpha_t = 0.1 \) m, respectively. The simulated domain was presented by a rectangle of height 4 m (from bottom of the aquifer to the soil surface) and 40 m length. The assigned initial conditions were \( h_0 = 2.0 \) m, \( \Delta h = 0.5 \) m, and \( R = 5.0 \) m. We note the symmetry of eqn (22) at \( x = 0 \). Hence, accordingly, the \( \partial h/\partial x = 0 \) condition was assigned. No flow condition was also specified at \( z = 0 \) and \( z = 4 \) m. At \( x = 40 \) m, we prescribed a constant head \( h = 2 \) m. The initial solute concentration was set to be \( C_0 = 1 \) for \( 0 \leq x \leq R \) and \( h_0 \leq z \leq h_0 + \Delta h \), and \( C_0 = 0 \) elsewhere. A finite difference grid of 17 \( \times \) 17 nodes was used to solve the quasi 2-D problem. The steps of the grid were 2.5 m and 0.25 m along \( x \) and \( z \) coordinate axes respectively. An equivalent finite element grid (the same number of nodes at the same locations) was implemented for simulations with SUTRA and 2DSOIL. The time step was increased by a factor of 1.1 starting from \( 10^{-4} \) day. Simulation with QUAS12D regarding groundwater level, was between the analytical solution of the linearized Boussinesq equation and the numerical solution of the 2-D Richards equation, however, closer to the latter one (Fig. 2(a)). This is due to the fact that the quasi 2-D model accounts for both the specific features of the variable saturation model and for the limitations of the Dupuit assumption. The maximum difference was 3 cm at the groundwater summit (\( x = 0 \)), where QUAS12D predicts higher groundwater level than the fully 2-D model, since the first does not account for the horizontal water flux in the capillary fringe. The simulated distribution of the water content in the unsaturated zone was in good agreement with the one obtained on the basis of the 2-D Richards equation. The maximum difference between QUAS12D, 2DSOIL and SUTRA did not exceed 0.002 cm\(^3\) cm\(^{-3}\). The concentrations obtained by the quasi 2-D approach and the fully 2-D flow and transport, compare well for \( x = 0 \), 2.5 and 5.0 m (Fig. 2(b)). For \( x = 7.5 \) m there is a discrepancy between the three codes. However, absolute values of the concentration are relatively small there. Figure 2(b)

![Fig. 2. Groundwater level (a) and concentration profiles (b) for the problem of ‘stripe spread’ (example 1).](image-url)
demonstrates that SUTRA produces oscillatory solution in the last cross-section.

The computation time, for the period of 30 days, using QUASI2D, 2DSOIL, and SUTRA is presented in Table 1. We note that the QUASI2D code was several times faster than the 2DSOIL and SUTRA codes.

4.2 Example 2. Infiltration from the soil surface

A problem of time dependent water infiltration and solute transport through the soil surface was considered. The simulations were carried out for the Guelph loam soil for which $v_s = 0.520$, $v_r = 0.218$, $K_s = 0.316$ m per day, $\alpha = 1.15$ m$^{-1}$, $n = 2.03$. The longitudinal and transversal dispersivities were set equal to $a_L = 5.0$ m and $a_T = 1.0$ m, respectively. The simulated domain was presented by a rectangle of height 10 m (from bottom of the aquifer to the soil surface) and 300 m length. Initial groundwater level was $h_0 = 4$ m. Initial solute concentration was equal to zero. Water flux was assigned at the soil surface for the segment 110 $< x < 170$ m. During the first 3 years, the intensity of the flux was 2 mm per day with a concentration of the solute in the water equal to 1; during the next 3 years, these were 0.2 mm/day and 0, respectively; and during the last 4 years, a no flow condition was implemented. The boundary conditions $h = 4.0$ m for flow and $C = 0$ for transport, were specified at $x = 0$ m. The remaining part was subject to no flow boundary condition. A finite difference grid of $16 \times 18$ nodes was used to solve the quasi 2-D problem. A constant grid step equal to 20 m was assigned along the $x$ coordinate, the grid step along the $z$ coordinate increased from 0.25 m at the soil surface to 1 m at the bottom of the aquifer. An equivalent finite element grid was implemented for simulations with SUTRA and 2DSOIL. The time step increased by a factor of 1.5 starting from $10^{-6}$ day. The maximum value of the time step was 10 days. Simulation with QUASI2D regarding groundwater level, was closer to the one obtained by the 2DSOIL code (Fig. 3). Again, as in the case of Example 1, QUASI2D slightly overestimates the groundwater level at its summit (Fig. 3, after 3 years). The simulated distribution of the water content in the unsaturated zone was consistent with the one obtained on the basis of the 2-D Richards equation. The maximum difference in water content for three codes did not exceed 0.01 cm$^3$ cm$^{-3}$. The contours of concentration, obtained by the quasi 2-D approach and the fully 2-D flow and transport, were also very similar (Fig. 4). However, SUTRA again produced oscillation and negative concentration values in the vicinity of the concentration front.

Fig. 3. Groundwater level during infiltration from the soil surface (example 2).

The computation time for QUASI2D was less in comparison to 2DSOIL and SUTRA (see Table 1).

4.3 Example 3. Infiltration from the soil surface and internal water sink

In this example we consider the problem of constant water infiltration through the soil surface and internal water sink. The flow domain is depicted in Fig. 5. The flow domain is heterogeneous and composed of three types of soil: (1) Touchet silt loam soil for which $v_s = 0.469$, $v_r = 0.190$, $K_s = 3.03$ m per day, $\alpha = 0.5$ m$^{-1}$, $n = 7.09$, the longitudinal and transversal dispersivities were $a_L = 40.0$ m and $a_T = 2.0$ m, respectively; (2) Guelph loam soil for which $v_s = 0.520$, $v_r = 0.218$, $K_s = 0.316$ m per day, $\alpha = 1.15$ m$^{-1}$, $n = 2.03$, the longitudinal and transversal dispersivities were $a_L = 60.0$ m and $a_T = 3.0$ m, respectively; (3) Sand for which $v_s = 0.340$, $v_r = 0.0055$, $K_s = 5.66$ m per day, $\alpha = 4.18$ m$^{-1}$, $n = 2.19$, the longitudinal and transversal dispersivities were $a_L = 30.0$ m and $a_T = 1.0$ m,

Table 1. Computation time (CT, s), number of time steps (NS) and computation time per step (TS, s) using a Pentium/120 PC

<table>
<thead>
<tr>
<th>Code</th>
<th>Example 1</th>
<th>Example 2</th>
<th>Example 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CT  NS TS CT</td>
<td>CT  NS TS</td>
<td>CT  NS TS</td>
</tr>
<tr>
<td>QUASI2D</td>
<td>7  176 0.040</td>
<td>15 412 0.036</td>
<td>240 3587 0.067</td>
</tr>
<tr>
<td>SUTRA</td>
<td>68 164 0.415</td>
<td>168 388 0.433</td>
<td>1180 1490 0.792</td>
</tr>
<tr>
<td>2DSOIL</td>
<td>60 164 0.366</td>
<td>145 388 0.374</td>
<td>1090 1490 0.732</td>
</tr>
</tbody>
</table>
respectively. Initial groundwater level was equal to 45 m, initial solute concentration was equal to zero. Water flux was prescribed at the soil surface for the segment 2050 < \( x < 2450 \) m. The intensity of the flux was 5 mm per day with the concentration of the solute in the water equal to 1, during 20 years. The boundary conditions \( h = 45 \) m for flow and \( C = 0 \) for transport, were specified at \( x = 3000 \) m. The remaining part of the boundary was subject to a no flow condition. A constant rate of water uptake by the internal linear sink was 1.5 m² per day. A finite difference grid of 31 x 18 nodes was used to solve the quasi 2-D problem. A constant grid step equal to 100 m was assigned along the \( x \) coordinate, the grid step along the \( z \) coordinate increased from 0.5 m at the soil surface to 5 m at the bottom of the aquifer. An equivalent finite element grid was implemented for simulations with SUTRA and 2DSOIL. The time step increased by a factor of 1.5 starting from \( 10^{-6} \) day. The maximum value of the time step was 5 days.

Figure 6 presents the simulated groundwater level after the 20 years period. The phreatic surface, calculated on the basis of QUASI2D, is situated between phreatic surfaces obtained by SUTRA and 2DSOIL. The maximum differences of groundwater level are 20 cm at \( x < 500 \) m between QUASI2D and 2DSOIL, and 14 cm at \( x > 1200 \) m between QUASI2D and SUTRA. The maximum difference between SUTRA and 2DSOIL is 26 cm. The maximum difference for the water content in the unsaturated zone simulated on the basis of QUASI2D and on the basis of the 2-D Richards equation, did not exceed 0.015 cm³ cm⁻³.

Figure 7 depicts the contours of concentration profiles at different cross-sections after 20 years. The agreement between the QUASI2D and the variable saturation models is worse than in the two previous examples. This is most pronounced in the direction of the flow towards the sink. Comparing the 0.5 contour lines in this direction, we note that the concentration front simulated by QUASI2D is smoother than that obtained by SUTRA and QUASI2D. Since the flow regimes predicted by the models were very similar, the differences in concentration values result mainly from the different numerical schemes for solving the transport equation. This, will be discussed in the following section.

The computation time, for the total period of 10 years, was again less for QUASI2D, in comparison to 2DSOIL and SUTRA (see Table 1).

5 DISCUSSION

We note (Table 1), that in all three examples the computation time of QUASI2D was much smaller in comparison to that of SUTRA and 2DSOIL. This efficiency can be explained on the basis of using the quasi 2-D model to solve for the series of 1-D problem. The resulting smaller set of approximating algebraic equations yield a much less computational effort. It is also evident from Table 1 that the computation time of SUTRA is higher in comparison to...
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tinuing iterations increases the oscillations amplitude and
blows up the solution. This effect is most significant when
the gradient of the water level is more than 0.01. Actually,
when we have infiltration on the phreatic surface and inter-
nal sink-sources, the situation is even more complicated
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Fig. 7. Contours of solute concentration after 20 years (example 3).

The computational efficiency per time step of the codes is
presented in Table 1. In the examples 1 and 2 (number of
nodes 289 and 288, respectively), QUASI2D was 10 and 13
times faster in comparison to SUTRA and six and seven
times faster in comparison to 2DSOIL. In example 3
(number of nodes 558) the computation time per one step
of QUASI2D was 22 and 16 times faster in comparison to
SUTRA and 2DSOIL, respectively.

As was mentioned above, in the considered three
equations, QUASI2D produced a concentration front
which was smoother than the one simulated by SUTRA
and 2DSOIL. This can be explained by the application of
the monotone finite difference scheme eqn (21) on a coarse
grid for non-conservative form of the transport eqn (19).
This scheme does not allow oscillation by introducing

Fig. 8. Scheme illustrating non convergent solution for large time
steps.
some artificial dispersion of order $O(h^2)$. As was evident in the presented examples, the coarser the space grid, numerical dispersion increased in the direction of flow when using the monotone scheme for the transport equation. We also noticed that SUTRA yielded small negative concentration values and oscillation, while 2DSOIL produced ‘overshooting’ at some cross sections (not shown). Non-monotone behavior of the numerical solution of the advection–dispersion equation is a function of the Peclet, Courant numbers and the temporal (e.g. fully-implicit, fully-explicit and Crank–Nicholson) as well as spatial (e.g. upstream, central, flux limiting) weighting schemes.\textsuperscript{12,19} In the simulations, we used a fully-implicit scheme which is unconditionally stable. The Courant number $(C_r = \frac{\Delta t}{\Delta x}, \xi = 1, 2)$ did not exceed 0.8 in the entire domain. Therefore, we can conclude that the problem of oscillation emerged from the approximation of the advective flux term of the transport equation. The simplest way to overcome the ‘overshooting’ or ‘undershooting’ problem is to superimpose some relations between dispersion parameters and the grid sizes. For example, the following inequalities should be approximately satisfied:\textsuperscript{22} $h_T \leq 4\alpha_x$ and $h_T \leq 10\alpha_T$. Although these conditions were introduced in our examples, the oscillation problem still remained. Another way to possibly circumvent the numerical oscillations is to use the upstream weighting. The SUTRA algorithm can use the asymmetric weighting function which adds artificial dispersion related to the element size.\textsuperscript{22} In a similar way the 2DSOIL code has the possibility of weighting the advective flux term by nonlinear functions.\textsuperscript{17,23} We made additional simulations using the aforementioned upstream weighting schemes, however this did not improve the results in terms of numerical oscillations.

The solution of the transport equation in the conservative form eqn (11) gives better mass balance than the solution of eqn (19). The solute mass was almost fully conserved by SUTRA and 2DSOIL. The conservation of solute by QUASID was with an error less than 0.5% of the total mass of the solute in examples 1 and 2, while in example 3 it produced an error of 4%.

6 CONCLUSION

Simulations for the quasi 2-D case proved to be computationally very efficient for the modeling of field scale flow and transport in the unsaturated and saturated zones. It can, therefore, be speculated that it will even be more efficient in comparison to fully 3-D unsaturated–saturated flow and transport models.

The advantage of the developed algorithm for the flow problem, is that we actually solve only a set of 1-D Richards equations at each time step. The possible instability of the solution for large time steps represents the major drawback of this algorithm.

Let us also to point out some limitations of a quasi 3-D approach. The quasi 3-D model cannot be implemented for simulation of water flow and solute transport from a point source in the unsaturated zone (e.g. drip irrigation). In such cases the horizontal water fluxes can be significant. We also note that the quasi 3-D model does not account for the horizontal water fluxes in the capillary fringe, which can be relatively important, mainly with shallow water table aquifers of small thickness.\textsuperscript{20} Since this model is based on Dupuit’s assumption, it can be applied to aquifers with small gradient values of the phreatic surface, while at the vicinity of outlets or wells its solution may be misleading. For a multi-aquifer system, the quasi 3-D model for the upper phreatic aquifer can be coupled with the quasi 3-D model of the underlying confined aquifers.
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