Analytical approximation to characterize the performance of in situ aquifer bioremediation
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Abstract

The performance of in situ bioremediation to remove organic contaminants from contaminated aquifers depends on the physical and biochemical parameters. We characterize the performance by the contaminant removal rate and the region where biodegradation occurs, the biologically active zone (BAZ). The numerical fronts obtained by one-dimensional in situ bioremediation modeling reveal a traveling wave behavior: fronts of microbial mass, organic contaminant and electron acceptor move with a constant velocity and constant front shape through the domain. Hence, only one front shape and a linear relation between the front position and time is found for each of the three compounds. We derive analytical approximations for the traveling wave front shape and front position that agree perfectly with the traveling wave behavior resulting from the bioremediation model. Using these analytical approximations, we determine the contaminant removal rate and the BAZ. Furthermore, we assess the influence of the physical and biochemical parameters on the performance of the in situ bioremediation technique. © 1999 Elsevier Science Ltd. All rights reserved.
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Notation

- (Dimensionless) concentration electron acceptor (kg m⁻³)
- Feed concentration electron acceptor (kg m⁻³)
- Amount of electron acceptor consumed (kg)
- Amount of injected electron acceptor (kg)
- Amount of electron acceptor present in domain (kg)
- Critical electron acceptor concentration (kg m⁻³)
- Dispersion coefficient (m² day⁻¹)
- (Dimensionless) concentration organic contaminant (kg m⁻³)
- Initial concentration organic contaminant (kg m⁻³)
- Consumed contaminant concentration (kg m⁻³)
- (Dimensionless) electron acceptor half saturation constant (kg m⁻³)
- (Dimensionless) organic contaminant half saturation constant (kg m⁻³)
- Length of initial contaminated aquifer (m)
- Damkohler number
- (Dimensionless) concentration microbial mass (kg m⁻³)
- Initial concentration microbial mass (kg m⁻³)
- Maximal concentration microbial mass (kg m⁻³)
- (Dimensionless) stoichiometric coefficient (kg kg⁻¹)
- (Dimensionless) stoichiometric coefficient (kg kg⁻¹)
- Dimensionless cumulative contaminant removal
- First moment (m)
- Second central moment (m²)
- Porosity
- Peclet number
- (Dimensionless) contaminant removal rate (kg day⁻¹)
- (Dimensionless) time (day)
- Flow velocity (m day⁻¹)
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Dimensionless traveling wave velocity
\(x(X)\)  
Dimensionless length (m)
\(\alpha\)  
Dimensionless traveling wave velocity
\(\alpha_l\)  
Dispersivity (m)
\(\epsilon\)  
Small number (kg m\(^{-3}\))
\(\eta\)  
Moving coordinate
\(\mu_m\)  
Maximum specific growth rate (day\(^{-1}\))

1. Introduction

One of the approaches to remove organic contaminants from the aquifer is in situ bioremediation. This approach is applicable if micro-organisms are present in the subsoil that can degrade organic contaminants with the help of an electron acceptor. If the micro-organisms aerobically degrade the organic contaminant, oxygen may act as an electron acceptor. At smaller redoxpotentials, other compounds (e.g. nitrate, Fe(III), or sulfate) may serve as the electron acceptor [20]. Provided that an electron acceptor is sufficiently available, the micro-organism population may grow during the consumption of organic contaminant. Hence, injection of a dissolved electron acceptor in a reduced environment may enhance the biodegradation rate.

In this study, we use two factors to characterize the performance of bioremediation: the overall contaminant removal rate and the region where biodegradation occurs, the biologically active zone (BAZ) of the aquifer [15,16]. The contaminant removal rate describes how fast the contaminant is removed from an aquifer. It is based on the averaged front position. The BAZ, which we based on the front shape of the electron acceptor, describes the transition of contaminant concentration from the remediated part to the contaminated part of the aquifer. If a small BAZ develops, there is a clear distinction between the part of the aquifer that is still contaminated and the part that has already been remediated. If the BAZ is large, the electron acceptor may already reach an extraction well while there is still a large amount of contaminant available. This indicates a less efficient use of injected electron acceptor.

The contaminant removal rate and the BAZ are affected by the physical and biochemical parameters of the soil. Insight into these effects is important for determining the performance of the in situ bioremediation technique. Numerical models or analytical solutions can be used to determine the effects of the different parameters. Several researchers have developed numerical models that include transport and biodegradation. These models are used to simulate laboratory [5,6,25] or field [3,13,19] experiments or to gain better understanding of the underlying processes [11,12,15,16]. The models differ with respect to assumptions made concerning, e.g. the number of involved compounds, the biodegradation kinetics and the mobility of the compounds. A detailed overview of various numerical bioremediation models is given by Baveye and Valocchi [1] and Sturman et al. [21].

Moreover, Oya and Valocchi [15,16] and Xin and Zhang [24] have studied in situ bioremediation analytically. Oya and Valocchi [15,16] present an analytical expression for the long-term degradation rate of the organic pollutant, derived from a simplified conceptual bioremediation model. Xin and Zhang [24] derive (semi-) analytical solutions for the contaminant and electron acceptor front shapes, using a two component model. This two component model results from the model used by Oya and Valocchi by neglecting dispersion and setting the biomass kinetics to equilibrium. In our study, we derive analytical approximations for the contaminant and electron acceptor front shapes for another simplified model. We also use the model of Oya and Valocchi and consider an immobile contaminant and a specific growth rate which is significantly larger than the decay rate. Our special interest goes to the influence of the physical and biochemical properties of the soil on the performance of the in situ remediation. We use the analytical approximations of the front shapes to show in more detail how various model parameters affect the contaminant removal rate and the BAZ.

2. Mathematical formulation

We consider the same one-dimensional bioremediation model as Keijzer et al. [11]. A saturated and homogeneous aquifer with steady-state flow is assumed. The model includes three mass balance equations, one for the electron acceptor \(c\), one for the organic contaminant \(g\) and one for the microbial mass \(m\). Several simplifying assumptions are made. We consider a mobile and non-adsorbing electron acceptor, e.g. oxygen or nitrate. The electron acceptor is injected to enhance biodegradation [3,15,16,24]. Although the contaminant is often considered mobile [3,15,16,24], we assume an immobile contaminant. This assumption reflects the situation where a contaminant is present at residual saturation, furthermore, the contaminant has a low solubility. We consider the effect of this assumption on the contaminant removal rate in the discussion and compare our findings with Oya and Valocchi [15] who have considered a mobile and linear-adsorbing contaminant. Moreover, we consider an immobile microbial mass that forms biofilms around the soil particles [5,9,13]. The micro-organisms are assumed to utilize the residual contaminant for their metabolism. The microbial growth is modeled by Monod kinetics, [14–16,24] the micro-organisms grow until the contaminant or electron acceptor is completely consumed. Furthermore, we neglect the decay of micro-organisms, assuming that the specific growth rate is significantly larger than the
decay rate. Because of this assumption, we might obtain a large maximum microbial mass when the initial contaminant concentration is large. These assumptions lead to the following mass balance equations for the three components:

\[
\begin{align*}
\frac{\partial c}{\partial t} &= D \frac{\partial^2 c}{\partial x^2} - v \frac{\partial c}{\partial x} - \frac{m}{\partial t}, \\
\frac{\partial m}{\partial t} &= \mu_m \left( \frac{c}{k_c + c} \right) \left( \frac{g}{k_g + g} \right) m,
\end{align*}
\]

where \( D \) denotes the dispersion coefficient and \( v \) the effective velocity. The parameters in Eq. (2) are the maximum specific growth rate, \( \mu_m \), and the dissolved electron acceptor and organic contaminant half saturation constants, \( k_c \) and \( k_g \). The stoichiometric parameters \( m_l \) and \( m_g \) in these equations describe, respectively, the ratios of consumed electron acceptor and organic contaminant to newly formed micro-organism.

Initially, at \( t = 0 \), we consider a constant contaminant concentration, \( g_0 \), and a constant, small microbial mass, \( m_0 \), in the domain. We assume the electron acceptor concentration to be the limiting factor for biodegradation which is initially equal to zero. At the inlet of the domain a prescribed mass flux of the electron acceptor is imposed and at the outlet (\( x = L \)) we assume a purely advective mass flux of the electron acceptor. Hence, the initial and boundary conditions are

\[
\begin{align*}
-D \frac{\partial c}{\partial x} + vc &= v c_0 \quad \text{for } t > 0 \text{ at } x = 0, \\
\frac{\partial c}{\partial x} &= 0 \quad \text{for } t > 0 \text{ at } x = L, \\
c &= 0, \quad m = m_0, \quad g = g_0 \quad \text{for } x \geq 0 \text{ at } t = 0.
\end{align*}
\]

We introduce dimensionless quantities \([6,10,11]\):

\[
\begin{align*}
X &= \frac{x}{L}, & T &= \frac{vt}{L}, \\
C &= \frac{c}{c_0}, & M &= \frac{m}{m_{\text{max}}}, & G &= \frac{g}{g_0}, \\
K_C &= \frac{k_c}{c_0}, & K_G &= \frac{k_g}{g_0}, & P_e &= \frac{vL}{D}, \\
L_k &= \frac{\mu_m L}{v}, & M_c &= \frac{m l m_{\text{max}}}{c_0}, & M_G &= \frac{m_g m_{\text{max}}}{g_0},
\end{align*}
\]

where \( P_e \) is the Peclet and \( L_k \) the Damkohler number, which describe the ratios of advection rate over dispersion rate and of reaction rate over advection rate, respectively. Here \( m_{\text{max}} \) is the maximum microbial mass, which is found by integration of Eq. (3) with respect to time and substitution of boundary conditions:

\[
m_{\text{max}} = \frac{g_0}{m_g} + m_0.
\]

Substitution of Eq. (7) in Eqs. (1)–(3) yields the dimensionless equations:

\[
\begin{align*}
\frac{1}{P_e} \frac{\partial C}{\partial X} + C &= 1 \quad \text{for } T > 0 \text{ at } X = 0, \\
\frac{\partial C}{\partial X} &= 0 \quad \text{for } T > 0 \text{ at } X = L, \\
C &= 0, \quad M = \frac{m_0}{m_{\text{max}}}, \quad G = 1 \quad \text{for } X \geq 0 \text{ at } T = 0.
\end{align*}
\]

The coupled system of non-linear partial differential Eqs. (9)–(11) is solved numerically by Keijzer et al. [11]. The numerical results revealed three different time regimes of contaminant consumption. In the third regime, the biodegradation rate is maximal and opposes the dispersive spreading, hence a traveling wave behavior occurs: the fronts of the electron acceptor, the micro-organisms and the organic contaminant approach a constant velocity and fixed shapes while moving through the domain (Fig. 1). Although the contaminant and the microbial mass are immobile, the fronts of these compounds show a traveling wave behavior because during the movement of the electron acceptor, the micro-organisms consume the contaminant and electron acceptor and use them for their growth.

![Fig. 1. Relative concentration fronts for electron acceptor (solid line), contaminant (dashed line) and microbial mass (dotted line) at different observation times, obtained by the numerical model.](image-url)
3. Traveling wave solution

For a traveling wave behavior, analytical solutions may be derived [2,17,22,23]. The traveling wave solution describes the limiting behavior for infinite time and displacement. Keijzer et al. [11] showed that for large \( L_k \), small \( K_c \) or small \( K_G \), already after a short displacement of time a traveling wave behavior develops. To obtain a traveling wave solution the model equations are transformed to a moving coordinate system, with traveling coordinate \( \eta \), given by

\[
\eta = X - x T,
\]

where \( \Delta C = 1 \) and \( \Delta G = -1 \) are the differences between the final and initial conditions for the electron acceptor and contaminant, respectively.

3.1. Traveling wave front shape

Transformation of Eqs. (9)–(11) to the moving coordinate system yields:

\[
\frac{1}{P_e} \frac{d^2 C}{d\eta^2} = (1 - \alpha) \frac{dC}{d\eta} - \alpha M_e \frac{dM}{d\eta},
\]

\[
x \frac{dM}{d\eta} = -L_k \left( \frac{C}{K_c + C} \right) \left( \frac{G}{K_G + G} \right) M,
\]

\[
\frac{dG}{d\eta} = -M_G \frac{dM}{d\eta}.
\]

Assuming that the traveling wave solution is already a good approximation after a relatively short time, we impose the following boundary conditions for the transformed problem [15]:

\[
C(\eta) = 1, \quad M(\eta) = 1, \quad G(\eta) = 0, \quad \text{at } \eta = -\infty,
\]

\[
C(\eta) = 0, \quad M(\eta) = \frac{m_0}{m_{\text{max}}}, \quad G(\eta) = 1, \quad \text{at } \eta = \infty,
\]

where the boundary condition for \( C(\eta = -\infty) \) is a reduction of the flux condition (12). It follows that, besides the above conditions, the following conditions also hold:

\[
\frac{dC}{d\eta} = 0, \quad \frac{dM}{d\eta} = 0, \quad \frac{dG}{d\eta} = 0, \quad \text{at } \eta = -\infty, \infty.
\]

Rather than solving the system (17)–(19), we rewrite the system using the definition

\[
w(C) = -\frac{dC}{d\eta}.
\]

We obtain the following single order differential equation for \( w(C) \), see Appendix A:

\[
\frac{dw}{dC} = -P_e(1 - \alpha) + P_e(1 - \alpha) \left( \frac{L_k M_G}{\alpha w} \right) \left( \frac{C}{K_c + C} \right)
\]

\[
\times \left( \frac{G}{K_G + G} \right) \left( 1 - \frac{G}{M_G} \right),
\]

with \( 0 \leq C \leq 1 \)

\[
G = -\frac{w}{P_e(1 - \alpha) - C + 1}.
\]

Furthermore, boundary condition (22) yields

\[
w(0) = 0.
\]

We integrate Eq. (24) numerically using a fourth-order Runge–Kutta method where the value of \( w(0) \) is found analytically by taking the limit of Eq. (24) for \( C \to 0 \) (\( \alpha \to 1 \)) using Eq. (25) and l'Hôpital's rule

\[
w(C = 0) = -\frac{P_e}{2} (1 - \alpha)
\]

\[
+ \frac{1}{2} \left( P_e(1 - \alpha)^2 + 4P_e(1 - \alpha) \left( \frac{L_k M_G}{\alpha} \right) \right)
\]

\[
\times \left( \frac{1}{K_G + 1} \right) \left( 1 - \frac{1}{M_G} \right) \left( 1 - \frac{1}{K_c} \right)^{1/2}.
\]

With the resulting solution for \( w(C) \) we find the front shape \( C(\eta) \) by numerical integration of relation (23) from a reference point \( \eta = \eta_r \), where we choose arbitrarily \( C = 0.5 \)

\[
\eta - \eta_r = -\int_{0.5}^{C} \frac{1}{w(C')} dC' \quad \text{for } 0 \leq C \leq 1.
\]

The front shapes for \( G(\eta) \) and \( M(\eta) \) are found from Eq. (28), using Eqs. (25) and (A.1), respectively.

3.2. Traveling wave front position

The front shape is given with respect to an arbitrary reference point, see Eq. (28). We determine this point according to mass balance considerations. Assuming a large domain to prevent the electron acceptor from reaching the outlet, the total amount of electron acceptor injected into the domain, \( C_{\text{inj}} \), is equal to the amount of electron acceptor still present in the domain, \( C_{\text{pres}} \), plus the amount of electron acceptor consumed by the micro-organisms to biodegrade the contaminant, \( C_{\text{cons}} \). The mass balance equation for \( C \) is

\[
C_{\text{inj}} = C_{\text{pres}} + C_{\text{cons}}.
\]

In Appendix B, we derive expressions for these quantities, using the dimensionless Eqs. (9)–(11) and boundary conditions (12)–(13) for the original coordinate system.

If we combine Eqs. (B.1), (B.2) and (B.4), Eq. (29) becomes

\[
T^* = \int_0^{X^*} C(X, T^*) dX + \frac{M_C}{M_G} \int_0^{X^*} (1 - G(X, T^*)) dX
\]
with $X^*$ the only unknown. To determine $X^*$, we use the traveling wave solutions for $C$ and $G$, denoted by $C_{TW}$ and $G_{TW}$, respectively, as derived in Section 3.1. We define $\eta' = X^* - xT^*$, such that $C_{TW}(\eta') = \epsilon$, and $\eta_s = -xT_s$. Hence, solving Eq. (30) for $X^*$ is equivalent to finding $\eta' - \eta_s'$ from

$$\tag{31} T^* = \int_{\eta_s'}^{\eta'} C_{TW}(\eta) \, d\eta = \frac{M_C}{M_g} \int_{\eta_s'}^{\eta'} (1 - G_{TW}(\eta)) \, d\eta.$$

To achieve this, we use Eq. (28) to write $\eta_s$ in terms of $\eta'$:

$$\eta' - \eta_s = -\int_{1/2}^{\eta'} \frac{1}{w(C')} \, dC'.$$

When $X^*$ is found, $\eta_s$ follows from Eq. (32) by the definition of $\eta' = X^* - xT^*$ which determines $C_{TW}$ completely.

4. Applicability of the analytical approximation

We derived a traveling wave solution for the biodegradation equations. To show that the traveling wave solution provides a good approximation of the front shape and front position, we carry out a number of numerical simulations and compare the results with the analytical approximations. We apply the numerical method described by Keijzer et al. [11]. An operator-splitting method is applied. The transport part of the equations is solved with a Galerkin finite element method, whereas, the biodegradation reaction part is solved using a Picard iteration.

For all simulations the following physical and biochemical parameters are kept constant, the numerical method described by Keijzer et al. [11]. An operator-splitting method is applied. The transport part of the equations is solved with a Galerkin finite element method, whereas, the biodegradation reaction part is solved with an implicit Euler method. The two parts are solved using a Picard iteration.

For all simulations the following physical and biochemical parameters are kept constant, the numerical values are chosen in agreement with Schäfer and Kinzelbach [18] and Borden and Bedient [3]. The porosity and velocity are $n = 0.4$ and $v = 0.1$ m/day, respectively, and the length of the domain is $L = 10$ m. The initial available contaminant and microbial mass are $g_0 = 4.5$ mg/l and $m_0 = 0.001$ mg/l, respectively. We consider a relatively small initial contaminant concentration that results in a realistic maximal microbial mass. The imposed mass flux of the electron acceptor at the inlet is $\epsilon C_0$ with $C_0 = 5.0$ mg/l. We choose the discretization and time step such that the grid Peclet and Courant conditions are fulfilled to avoid numerical dispersion and numerical instabilities. This results in $\Delta x = 0.025$ m and $\Delta t = 0.05$ day.

For the reference case (ref), the values of the dimensionless numbers are given in Table 1. The dimensionless numbers are obtained by using the following values for the remaining physical and biochemical parameters, i.e. $\mu_m = 1$ day$^{-1}$, $m_0 = 30$, $m_r = 10$, $k_c = 0.2$ mg/l, $k_v = 2.0$ mg/l and $z_l = 0.5$ m,

respectively. The value of $x_l$ may be too large to account for local mixing effects only but we use this value for the purpose of illustration. Variation of one of the remaining physical or biochemical parameters results in a variation of one of the dimensionless numbers. The semi-analytical and numerical results are shown in dimensionless form.

We compare the semi-analytical and numerical results in two alternative ways. First, we compare the obtained fronts for the electron acceptor, contaminant and microbial mass, as is done in Fig. 2 for the reference case. We conclude that the semi-analytical fronts approximate the numerical fronts almost perfectly. Secondly, we can compare the spatial moments of the semi-analytically and numerically obtained fronts for the original coordinate system. Calculating the spatial moments, we only consider the electron acceptor front as the contaminant and microbial mass are functions of $C$ and $w$, see, respectively Eqs. (25) and (A.1). The first moment of the electron acceptor front describes the average front position [4,11]:

$$M_1 = \int_0^\infty X \frac{\partial C}{\partial X} \, dX.$$

The second central moment,

$$M_2 = \int_0^\infty (X - M_1)^2 \frac{\partial C}{\partial X} \, dX,$$

describes the spreading (or variance) of the front. For both the semi-analytical and numerical fronts these moments can be derived numerically with the trapezoidal rule. The first and second central moment for semi-analytical (ana) and numerical (num) fronts are given in Table 1, at specific time $T^*$. Table 1 shows good agreement between the first and second central moments of the semi-analytical and numerical results for the different cases. We conclude that the traveling wave solution is valid for every value of the different dimensionless numbers, but only applicable to aquifers if the length of the aquifer is long enough [11,15,16]:

5. Parameter sensitivity

In Section 3, we have derived a traveling wave solution that describes the averaged front position and the front shape. Using this solution, we assess the effect of the dimensionless numbers in terms of the averaged front position and the spreading of the front. In view of uncertainties in the physical and biochemical properties in field situations, the dimensionless numbers are varied over a wide range of values.

In Fig. 3, we show the first moment as a function of the dimensionless numbers which are normalized with respect to the reference case (subscript $r$):
Observe that the Damkohler number, $L_k$, and the two relative half saturation constants, $K_C$ and $K_G$, barely affect the first moment, whereas the two relative stoichiometric coefficients, $M_C$ and $M_G$, and the Peclet number, $P_e$, affect the first moment significantly. Because the traveling wave velocity depends on the stoichiometry [11,15,16] decreasing $M_C$ or increasing $M_G$ results in a larger traveling wave velocity. Hence, the front intrudes faster into the domain and the first moment grows faster with time. Although $P_e$ is not part of Eq. (16) it affects the first moment because of the influx boundary condition (12).

In Fig. 4, we present the second central moment as a function of the normalized dimensionless numbers (35). Increasing $P_e$, $L_k$ or $M_C$ results in a smaller second central moment, whereas increasing $K_C$, $K_G$ or $M_G$ results in a larger second central moment. Increasing $P_e$ implies less dispersion, which results in a steeper electron acceptor front and therefore a smaller second central moment. A steeper electron acceptor front also occurs when the microbial growth rate increases. This is indicated by larger $L_k$ values, see Eq. (10). Larger $K_C$ or $K_G$, on the contrary, induce a smaller microbial growth rate and therefore a less steep electron acceptor front. Furthermore, increasing $M_C$ results in a higher electron

### Table 1
Dimensionless numbers and specific time ($T'$) that were used to calculate the first and second central moment ($M_1$ and $M_2$) analytically (ana) and numerically (num). $P_e$ is varied for cases a, $L_k$ for cases b, $K_C$ for cases c, $K_G$ for cases d, $M_C$ for cases e, and $M_G$ for cases f.

<table>
<thead>
<tr>
<th>Case</th>
<th>$P_e$</th>
<th>$L_k$</th>
<th>$K_C$</th>
<th>$K_G$</th>
<th>$M_C$</th>
<th>$M_G$</th>
<th>$T'$</th>
<th>$M_{1,ana}$</th>
<th>$M_{2,ana}$</th>
<th>$M_{1,num}$</th>
<th>$M_{2,num}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref</td>
<td>20</td>
<td>100</td>
<td>0.04</td>
<td>0.4</td>
<td>2.7</td>
<td>0.624</td>
<td>2.5</td>
<td>0.624</td>
<td>0.0048</td>
<td>0.624</td>
<td>0.0047</td>
</tr>
<tr>
<td>a1</td>
<td>10</td>
<td>50</td>
<td>0.004</td>
<td>0.2</td>
<td>0.664</td>
<td>0.623</td>
<td>0.0051</td>
<td>0.622</td>
<td>0.0049</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b2</td>
<td>100</td>
<td>200</td>
<td>4.0</td>
<td>27.0</td>
<td>0.622</td>
<td>0.624</td>
<td>0.0054</td>
<td>0.623</td>
<td>0.0056</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c1</td>
<td>1.0</td>
<td>0.5</td>
<td>0.04</td>
<td>0.4</td>
<td>0.624</td>
<td>0.624</td>
<td>0.0046</td>
<td>0.624</td>
<td>0.0045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>c2</td>
<td>2.0</td>
<td>4.0</td>
<td>2.0</td>
<td>6.0</td>
<td>0.622</td>
<td>0.624</td>
<td>0.0047</td>
<td>0.624</td>
<td>0.0047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d1</td>
<td>1.35</td>
<td>2.0</td>
<td>0.798</td>
<td>0.0019</td>
<td>0.633</td>
<td>0.633</td>
<td>0.0048</td>
<td>0.633</td>
<td>0.0047</td>
<td></td>
<td></td>
</tr>
<tr>
<td>d2</td>
<td>27.0</td>
<td>6.0</td>
<td>0.167</td>
<td>0.0019</td>
<td>0.725</td>
<td>0.725</td>
<td>0.0052</td>
<td>0.727</td>
<td>0.0051</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
acceptor consumption which causes a steeper electron acceptor front, while increasing $M_G$ results in a smaller electron acceptor consumption during the biodegradation of the contaminant, i.e., the electron acceptor front will flatten.

6. Results and discussion

We characterize the performance of in situ bioremediation by the overall contaminant removal rate and the BAZ. We obtain the contaminant removal rate by the same approach as Oya and Valocchi [15,16]. The dimensionless cumulative contaminant removal $M_{RG}$, for a finite domain, is given by:

$$M_{RG} = nL^* - \int_0^{L^*} G \, dX,$$

with $n$ the porosity and $L^*$ the length of the aquifer. The first term on the right-hand side is the total contaminant initially available and the second term is the total contaminant left in the domain. The other term in Eq. (24) of Oya and Valocchi [15] describes the amount of contaminant flowing out of the outlet. This term is omitted because there is no outflow of contaminant at the outlet in our case. The complete term on the right-hand side is defined as the averaged front position of the contaminant [15]. We assume that the traveling wave has developed, the electron acceptor and contaminant front move with the same traveling wave velocity through the domain, thus $d(L^* - \int_0^{L^*} G \, dX)/dT = x$. This leads to the dimensionless contaminant removal rate

$$R_G = \frac{dM_{RG}}{dT} = nx = n \frac{1}{1 + \frac{M_G}{M_C}}.$$

The dimensionless contaminant removal rate is proportional to the dimensionless traveling wave velocity and does not depend on $L_g$, $P_e$, $K_C$ and $K_e$, see Eq. (16). This result is also found by Oya and Valocchi [15,16] and Borden and Bedient [3]. Using the same approach as above, we obtain the dimensional removal rate

$$r_e = R_G v g_0,$$

which is linearly related to the flow velocity.

We determine the BAZ using the electron acceptor front shape. Although the second central moment describes the overall spreading of the electron acceptor front, it is important whether the entire front or only the part where biodegradation occurs spreads out. Fig. 2, for example, shows that the electron acceptor front spreads mostly out to the left, but that the steep contaminant and microbial mass fronts are situated in a narrow region around the toe of the electron acceptor front. In this situation, the part of the electron acceptor front that is affected by the contaminant and microbial mass is small. If the contaminant front is less steep, a wider region of the electron acceptor front is affected. In this case it is possible that the electron acceptor reaches an extraction well, although still a large amount of contaminant is present in the aquifer.

To determine the influence of the different parameters on the BAZ, we divide the electron acceptor front in two parts. A part where the contaminant and micro-organism fronts are located, see Fig. 2, which is dominated by biodegradation, and a part with virtually zero contaminant and maximal microbial mass, which is dominated by dispersion. We distinguish the two parts of the electron acceptor front on the basis of the function $w(C)$ which denotes the derivative of $C$ with respect to $\eta$ for each $C$ value, see Eq. (23). According to Eq. (25), we define a critical electron acceptor concentration $C_r$ which separates the two parts:

$$0 < C < C_r, \quad w = -P_e(1 - x)[C + G - 1]$$

(the biodegradation part)

$$C_r < C < 1, \quad w = -P_e(1 - x)[C - 1]$$

(the dispersion part).

The latter part is linear in $C$, because $G \approx 0$. For example, Fig. 5 shows $w(C)$ for the reference case, which is non-linear for small $C$ concentrations, the biodegradation-dominated, and virtually linear for larger $C$ concentrations, the dispersion-dominated part, which corresponds to exponential behavior of the left part of the electron acceptor front in Fig. 2.

Using the function $w(C)$, we discuss whether the dimensionless numbers influence the biodegradation or the dispersion-dominated part or both parts of the electron acceptor front. Variation of the Damkohler number $L_k$ (Fig. 6(a)) or one of the relative half saturation constants $K_C$ or $K_e$ (not shown) affects the biodegradation-dominated part of the electron acceptor front and the values of $C_r$, but not the slope of the linear part in the dispersion-dominated part. This slope is
given by the effective Peclet number: \( \text{Pe}_{\text{eff}} = \text{Pe}(1 - \alpha) \), see Eq. (39). This behavior is expected because \( L_k, K_C \) or \( K_G \) are not included in \( \text{Pe}_{\text{eff}} \) and influence only the microbial growth rate, see Eq. (10). On the other hand, variation of the Peclet number \( \text{Pe} \) (Fig. 6(b)) or one of the stoichiometric coefficients \( M_C \) or \( M_G \) (Fig. 6(c) and (d), respectively) affect also the dispersion-dominated part because \( \text{Pe}_{\text{eff}} \) is affected too.

Furthermore, we use \( w(C) \) to determine the influence of the dimensionless numbers on the BAZ. An increase in \( C_r \), leads to a larger biodegradation-dominated part, i.e., a larger BAZ, whereas an increase of \( \text{Pe}_{\text{eff}} \) results in a steeper electron acceptor front and thus a smaller BAZ. Accordingly, these influences might counteract or intensify each other. We will start with \( L_k, K_C \) and \( K_G \) and their limiting cases, next \( \text{Pe} \) and finally \( M_C \) and \( M_G \).

Increasing \( L_k \) (Fig. 6(a)) or decreasing \( K_C \) or \( K_G \) (not shown), we obtain a smaller \( C_r \) which leads to a larger dispersion-dominated part of the electron acceptor front and, because the slope of the linear part \( \text{Pe}_{\text{eff}} \) is not affected, to a steeper front shape of the biodegradation-dominated part, see Fig. 7. Hence, the BAZ decreases. This behavior is expected because \( L_k, K_C \) and \( K_G \) affect the microbial growth, hence the consumption of the electron acceptor.
Concerning $L_4$, $K_C$ and $K_G$, the following limiting cases are of interest: $L_4 \to \infty$, indicating fast biodegradation kinetics leading to an equilibrium assumption, $K_C \ll 1$ or $K_G \ll 1$, indicating that electron acceptor or substrate, respectively, are sufficiently available [15]. For these limiting situations $C_1$ tends to zero, which implies that the entire electron acceptor front is dominated by dispersion and shows a complete exponential behavior, see Fig. 7. The electron acceptor front shape can be derived analytically from Eq. (39)

$$C(\eta - \eta_f) = 1 - e^{P_e(1-\eta)(\eta-\eta_f)}, \quad (40)$$

with $\eta_f$ calculated as explained in Section 3.2. The length of the BAZ is negligible. The contaminant concentration front changes abruptly from initial to zero and is given by a step function. On the other hand, if $L_4 \ll 1$, indicating slow biodegradation kinetics, $K_C \gg 1$ or $K_G \gg 1$, indicating that electron acceptor or contaminant, respectively, are limiting factors [15], $C_1$ is equal to one. This implies that the entire electron acceptor front shape is dominated by biodegradation, and the electron acceptor concentration changes only gradually from one to zero, see Fig. 7. Thus a large BAZ is found. Moreover, Keijzer et al. [11] and Oya and Valocchi [15,16] showed that for these specific cases, a long enough aquifer is necessary before the traveling wave can develop.

$P_e$, $M_C$ and $M_G$ influence both $C_1$ and $P_e(\eta_f)$. Fig. 6(b) shows that increasing $P_e$ leads to a larger value of $C_1$, but also to a larger value of $P_e(\eta_f)$. Effectively, $w$ grows with increasing $P_e$ in the biodegradation-dominated part of the electron acceptor front, resulting in a steeper shape of this part of the front. Hence, a smaller BAZ is found.

Fig. 6(c) shows that increasing $M_C$ results in a smaller value of $C_1$ and a larger value of $P_e(\eta_f)$, because an increase of $M_C$ results in a smaller traveling wave velocity, see Eq. (16). As a result, the biodegradation-dominated part becomes smaller and the electron acceptor front steepens for increasing $M_C$. Hence, a smaller BAZ is obtained.

Furthermore, Fig. 6(d) shows that an increase of $M_G$ leads to a smaller value of $C_1$, but also a smaller value of $P_e(\eta_f)$, as an increase of $M_G$ results in a larger traveling wave velocity, see Eq. (16). In the biodegradation-dominated part of the electron acceptor front a larger $w$ is found. Hence, effectively $w$ grows with increasing $M_G$ in the biodegradation-dominated part, resulting in a steeper shape for this part of the front. This implies a decreasing BAZ. We conclude that increasing $L_4$, $M_C$, $M_G$ or $P_e$ results in a smaller BAZ, whereas, increasing $K_C$ or $K_G$ results in a larger BAZ. A smaller BAZ implies a more efficient use of electron acceptor, thus increasing $L_4$, $M_C$, $M_G$ or $P_e$ or decreasing $K_C$ or $K_G$ results in a better performance of the bioremediation technique.

When we apply the in situ bioremediation technique at a specific contaminated site we may increase the contaminant removal rate, or decrease the BAZ or both, by varying one of the dimensionless numbers. At a specific site, we consider a particular set of contaminant, microbial mass and electron acceptor, for which the following biochemical parameters are fixed: the stoichiometric coefficients ($m_i$ and $m_j$), the half saturation constants ($k_c$ and $k_g$) and the specific growth rate ($\mu_m$). Furthermore, the initially available contaminant concentration ($c_0$), microbial mass ($m_0$) and the considered contaminated aquifer length ($L$) are fixed field data. Thus the only parameters with which we can steer the operation are the injection velocity ($v$) and the injected electron acceptor concentration ($c_0$). This implies that we can vary $L_4$, $K_C$ and $M_C$, whereas the other dimensionless numbers are fixed, see Eq. (7). However, we cannot increase the injection velocity to arbitrary high values because of physical limits and the concentration of injected electron acceptor is limited by the concentration at saturation. This concentration depends on the electron acceptor used, e.g. nitrate has a larger concentration at saturation than oxygen.

Increasing the injection velocity leads to a smaller Damkohler. A smaller $L_4$ implies a larger BAZ, see Fig. 7, because a tailing in the biodegradation dominated part of the electron acceptor front occurs. However, increasing the injection velocity leads also to a higher dimensional contaminant removal rate, see Eq. (38).

Increasing the injected electron acceptor concentration leads to a smaller half saturation constant $K_C$ and a smaller stoichiometric coefficient $M_C$. The resulting effects counteract because a smaller $K_C$ implies a smaller BAZ, yet, a smaller $M_C$ implies a larger BAZ. Fig. 8 presents the electron acceptor and contaminant fronts for different values of $c_0$. For larger values of $c_0$ (e.g., dotted line) a less steep front shape for the biodegradation-dominated part occurs. Hence, the negative effect
of $M_C$ dominates over the positive effect of $K_C$, resulting in a larger BAZ. This follows directly from Eq. (A.5), where $K_C$ is included in term $C/(K_C + C)$, and $M_C$ in $M_C L_k / \pi (M_C + M_G) L_k$. Whatever value we choose for $c_0$, the first term will always be between zero and one, whereas the other term will always be larger than one. Accordingly, the increase of $c_0$ influences the term $(M_G + M_C) L_k$ more strongly than the term $C/(K_C + C)$. However, increasing $c_0$ leads also to a larger dimensionless traveling wave velocity and thus a higher contaminant removal rate, see Eq. (38).

We conclude that increasing the injection velocity or the injected electron acceptor concentration results in a higher contaminant removal rate and a larger BAZ. A higher removal rate and a larger BAZ have counteracting effects on the performance of the bioremediation technique. A higher removal rate causes a faster clean up, whereas, a large BAZ indicates that a large part of the aquifer contains contaminant concentrations between the initial and zero concentration. Therefore, it can take a long time before the contaminant is completely removed by the micro-organisms even though the removal rate expresses differently. If we are interested only in the contaminant removal rate or the BAZ, respectively increasing or decreasing the injection velocity or the injected electron acceptor concentration results in an improvement of the bioremediation technique.

7. Conclusions

We investigated the performance of the in situ bioremediation technique under simplifying assumptions. Because of these simplifying assumptions we can derive an analytical expression for the traveling wave velocity and a semi-analytical solution for the traveling wave front shape of the electron acceptor front. We showed that these solutions perfectly approximate the traveling wave behavior which was found in the numerical results. Furthermore, it is found that this traveling wave solution is valid for all combinations of dimensionless numbers, although in some situations it can take a long time (or traveled distance) before the solution is applicable.

Using the analytical traveling wave velocity and the semi-analytical solution for the front shape, we can determine the contaminant removal rate and the region where biodegradation occurs, the BAZ. These two factors characterize the performance of the bioremediation technique. We showed that the contaminant removal rate is proportional to the traveling wave velocity. Thus a higher traveling wave velocity results in a faster clean up. The BAZ depends on the front shape of the electron acceptor, especially the biodegradation-dominated part of the electron acceptor concentration front. A tailing in the biodegradation-dominated part implies a large BAZ. A large part of the aquifer contains contaminant between initial and zero concentration. Therefore, it can take a long time before the aquifer is cleaned.

Furthermore, we assessed the influence of the different model parameters on the performance of the in situ bioremediation technique. We showed that only the stoichiometric coefficients, $M_C$ and $M_G$, influence the traveling wave velocity. Therefore, decreasing $M_C$ or increasing $M_G$ results in a higher contaminant removal rate. All dimensionless numbers influence the biodegradation-dominated part of the electron acceptor front and thus the BAZ. Increasing the Damkohler number, the stoichiometric coefficients or the Peclet number, or decreasing the relative half saturation constants results in a smaller BAZ and thus in an improvement of the bioremediation technique.

To improve the performance of in situ bioremediation at a specific contaminated site of fixed length, we can only vary the injection velocity or the injected electron acceptor concentration because all other physical and biochemical parameters are fixed. Increasing the injection velocity or the injected electron acceptor concentration results in a higher contaminant removal rate and a larger BAZ, which have counteracting effects on the performance of the bioremediation technique. A higher removal rate implies a faster clean-up, whereas, a larger BAZ indicates the total clean-up of the aquifer can last a long time.

Although the obtained traveling wave solution is based on a simplified biodegradation model, it is useful to predict the effect of physical and biochemical parameters on the performance of the in situ bioremediation technique. Furthermore, it can give rough and quick estimations of the contaminant removal rate and the BAZ by simplifying the conditions at a real site. On can argue that we consider a one-dimensional homoge-
neous aquifer, whereas in practice, an aquifer is neither one-dimensional nor is the permeability of the aquifer constant. In fact, the permeability is space dependent and thus the assumption of homogeneity does not hold. If we envision an aquifer as an ensemble of one-dimensional streamtubes and each streamtube has different physical and biochemical soil properties (e.g. permeability, initially available contaminant) we can mimic a three-dimensional heterogeneous porous media. Using the stochastic-convective approach discussed by other researchers [7,8,10] we may consider field-scale results. This method is only applicable if the transverse dispersion is negligible.

Appendix A. Evaluation of the single first-order differential equation

To rewrite the system (17)–(19), we first integrate Eq. (19) using boundary conditions (20) and (21), which leads to the explicit relation between $M$ and $G$

\[ M = 1 - \frac{G}{M_G}. \]

(A.1)

Substitution of $dM/d\eta$ following from Eq. (19) in Eqs. (17) and (18) yields

\[ \frac{d^2C}{d\eta^2} = P_c(1-\alpha) \left[ \frac{dC}{d\eta} + P_c \frac{M_c}{M_g} \frac{dG}{d\eta} \right]. \]

(A.2)

\[ \frac{dG}{d\eta} = \frac{M_G L_k}{\alpha} \left( \frac{C}{K_F + C} \right) \left( \frac{G}{K_F + G} \right) M. \]  

(A.3)

Using definition (16) for the dimensionless traveling wave velocity and Eq. (A.1), we obtain

\[ \frac{d^2C}{d\eta^2} = P_c(1-\alpha) \left[ \frac{dC}{d\eta} + \frac{dG}{d\eta} \right]. \]  

(A.4)

\[ \frac{dG}{d\eta} = \frac{M_G L_k}{\alpha} \left( \frac{C}{K_F + C} \right) \left( \frac{G}{K_F + G} \right) \left( 1 - \frac{G}{M_G} \right). \]  

(A.5)

Substitution of expression (A.5) for $dG/d\eta$ in Eq. (A.4) and using definition (23) for $w(C)$ gives Eq. (24). Furthermore, we derive an explicit relation between $G, C$ and $w(C)$ by integrating Eq. (A.4) from $\eta = -\infty$ to $\eta$ and using the definition for $w(C)$, which yields Eq. (25).

Appendix B. Evaluation of the mass balance quantities

The total amount of electron acceptor injected into the domain at a specific time, $T^*$, is equal to the total influx of electron acceptor at the left boundary

\[ C_{inj}(T^*) = \int_0^{T^*} \text{flux}_{|x=0} \ dT = T^*, \]

(B.1)

where the flux is given by boundary condition (12). The amount of electron acceptor still present in the domain at $T^*$ is given by

\[ C_{cons}(T^*) = \int_0^{X^*} C(X, T^*) \ dX, \]

(B.2)

where $X^*$ characterizes the length of the domain that still contains the electron acceptor, defined by

\[ C(X^*, T^*) = \epsilon \quad \text{and} \quad C(X, T^*) > \epsilon \quad \text{for} \quad X < X^*, \]

with $\epsilon$ a small number, say $\epsilon = 0.001$. To derive $C_{cons}$, we define the consumed contaminant front, $G_c(X, T)$, which equals the initial available contaminant minus the contaminant still present

\[ G_c(X, T) = 1 - G(X, T), \]

(B.3)

$C_{cons}$ at $T^*$ is related to $G_c$ by the stoichiometric coefficients, $M_c$ and $M_g$. $M_c$ describes the amount of electron acceptor necessary to produce a certain amount of microbial mass, and $M_g$ describes the amount of contaminant necessary to produce the same amount of microbial mass, therefore, $C_{cons}$ is given by

\[ C_{cons}(T^*) = \frac{M_c}{M_G} \int_0^{X^*} G_c(X, T^*) \ dx \]

\[ = \frac{M_c}{M_G} \int_0^{X^*} (1 - G(X, T^*)) \ dx, \]  

(B.4)

where $X^*$ satisfies additionally

\[ 1 - G(X^*, T^*) \leq \epsilon \quad \text{and} \quad 1 - G(X, T^*) > \epsilon \quad \text{for} \quad X < X^*. \]
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