Rainfall forecasting using variational assimilation of radar data in numerical cloud models
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Abstract

In this paper, a variational data assimilation procedure for initialization of a cloud model using radar reflectivity and radial velocity observations and its impact on short term rainfall forecasting are investigated in a simulation framework. The procedure is based on the formulation of an objective function, which consists of a linear combination of the squared differences between model forecasts and actual observations. The model’s initialization requires the gradient-based minimization of the objective function. Three sources of errors in assimilation and forecasting are considered. These include observational errors, mathematically ill-posed structure (the observations are incomplete and do not uniquely determine the cloud model’s initial conditions) and optimization related issues (the observations are complete, but the optimization procedure involved in the initialization fails to find the best solution). It is found that the reflectivity observation errors have significant impact on forecasts and that the mathematical structure and optimization caused errors are related. Conclusions and recommendations for future work are formulated. © 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In this paper we investigate the use of variational assimilation (VA) of radar data for rainfall forecasting based on cloud models. VA is an effective technique that uses physically based models to determine variables that are not currently measured. For example, Sun and Crook [17] formulated a VA framework based on a cloud model, Doppler velocity and radar reflectivity observations, that allows the retrieval of velocity, temperature, pressure, and various species of water in the radar measurement domain. Bao and Warner [2], Verlinde and Cotton [20], and Sun and Crook [16] all include other examples of atmospheric variable retrievals based on indirect observations. With the advent of high-resolution weather radar systems such as WSR-88D [12], which provide a spatial resolution of about 1 km every 4–6 min, VA of radar data has become a useful tool in numerical rainfall forecasting. Radar observations may be used to initialize cloud models, which can then be used for forecasting.

Many of the questions related to the VA of radar data in cloud models cannot be answered by theoretical considerations and require numerical investigations. This is because, even if the cloud model is assumed perfect and the radar observations are error-free, the estimation (retrieval) of the initial conditions is subject to errors. These errors have a mathematical character (when the initial conditions cannot be determined uniquely based on the actual observations) or a numerical character (when the numerical procedures fail to determine accurately an existing unique set of initial conditions). There is no theoretical basis that provides the error quantification, and this justifies the use of numerical experiments. Sun and Crook [17] characterized the VA retrieval errors, but they did not investigate the effect of these errors on forecasting. In this paper, we address this issue, namely, the effect of VA retrieval errors on rainfall forecasting at storm scales. Also, we discuss the mathematical and numerical character of the errors and suggest a strategy to minimize them.

To achieve the objectives of the paper, we simulated a rainfall event using a 2-D cloud model. Then, using the cloud model output, we produced several sets of radar reflectivity and Doppler velocity observations. Based on these observations, various assimilation
experiments were performed according to different formulations of the objective function in the VA framework. We initialized the cloud model using the retrieval provided by the VA technique and ran it forward to make forecasts. Based on the comparisons between the output of the VA initialized runs and the reference output, we characterized and studied the accuracy of the forecasting.

The paper is organized as follows. In Section 2, we describe the cloud model used in the paper. Section 3 contains the VA formulation. In Section 4, we present the particular scenarios investigated and analyze the results. In Section 5, in the summary, we formulate conclusions.

2. Numerical simulation of a storm

The cloud model used in the paper is based on the Navier–Stokes equations augmented with equations for the conservation of internal energy, and conservation of mass of three species of water (water vapor, cloud and rain water). Using the anelastic approximation [10], the momentum equations become

\[
\frac{\partial \rho u_i}{\partial t} = -\frac{\partial p}{\partial x_i} + \rho B_{i\beta} + \nu \nabla^2 \rho u_i, \tag{1}
\]

where \( u_i \) is the \( i \)th component of velocity, \( \rho \) the mean density of air (function only of altitude), \( p \) the pressure deviation, \( B \) the buoyancy, \( v \) is the dynamic viscosity. Superscript “*” indicates the deviation from a reference state symbolized by “o”. The buoyancy is defined as [10]

\[
B = g \left( \frac{T}{T_0} - \frac{p}{p_0} - 0.61 q^* - q_c - q_r \right), \tag{2}
\]

where \( q^*, q_c, q_r \) are the mixing ratios of water vapor, cloud water, and rain water, and \( T \) is the temperature. The continuity equation is

\[
\frac{\partial \rho u_i}{\partial x_i} = 0 \tag{3}
\]

and the conservation of internal energy may be written as

\[
\frac{\partial \rho T}{\partial t} = -u_i \frac{\partial \rho}{\partial x_i} + k \nabla^2 \rho T^* + S_T, \tag{4}
\]

where \( k \) is the diffusivity of temperature, \( C_p \) the heat capacity of water vapor at constant pressure, and \( S_T \) is a thermal source/sink due to condensation/evaporation of water. We will describe later how \( S_T \) is determined. The reasons for considering \( T^* \) instead of \( T \) in the diffusion terms are explained in [22]. The equations that describe the conservation of water are

\[
\frac{\partial q_c}{\partial t} = S - A - C + D_q, \tag{6}
\]

\[
\frac{\partial q_r}{\partial t} = \frac{1}{\rho} \frac{\partial}{\partial z} \left( \rho \dot{V} q_r \right) + A + C - E + D_q, \tag{7}
\]

where \( S \) is the source of cloud water due to condensation, \( A \) the autoconversion, \( C \) the collection of cloud water, \( E \) the precipitation evaporation, and \( D_q \) represents diffusion terms. We denote raindrop terminal velocity \( V_t \). It may be determined as \( V_t = 21.9 (\rho q_t)^{0.125} \) with \( V_t \) in m/s, \( \rho \) in g/cm³, and \( q_t \) in g/g [15]. We model the terms \( A \), \( C \), and \( E \) according to Kessler’s [11] parameterization: \( A = \max(0, \alpha (q_c - q_{\text{crit}})) \), where \( \alpha = 0.001 \) s⁻¹ and \( q_{\text{crit}} = 1.5 \) g/kg; \( C = \gamma q_c q_r^{0.95} \), where \( \gamma = 0.002 \) s⁻¹; and \( E = \max(0, -\beta (q_r - q_{\text{vs}})) \), where \( \beta = 0.001 \) and \( q_{\text{vs}} \) is the water vapor mixing ratio at the cloud temperature and pressure. We determined condensation \( S \) through a moist adjustment process [17] such that the physical condition \( q_c \leq q_{\text{vs}} \) is always satisfied, where \( q_{\text{vs}} \) is the saturation water vapor mixing ratio, which may be determined using Teten’s formula [21]

\[
q_{\text{vs}} = 0.662 \cdot 6.11 \frac{\exp \left( 17.26 \frac{E - 273.16}{T - 553.60} \right)}{p}, \tag{8}
\]

where \( p \) is the pressure in mbar. Based on the \( S \) and \( E \), \( S_T \) may be determined as

\[
S_T = \frac{L}{C_p} (S - E), \tag{9}
\]

where \( L \) is the latent heat of vaporization, which is considered constant.

We implemented numerical models (1)-(9) for a two-dimensional \( x-z \) domain with size of 34×17 km². The domain was discretized using a 34×34 orthogonal uniform grid (\( \Delta x = 1 \) km and \( \Delta z = 0.5 \) km). Velocity, temperature, air density, and water contents were defined at the points, while the centers of the grid cells were used for pressure. This grid layout is the same as in the study of Lee and Leone [13], but a finite difference scheme is used instead of the original finite element formulation. We adopted this staggered scheme to provide a consistent discretization that satisfies the continuity equation up to the machine precision [6].

To discretize the transport equations (Eq. (1)), we use a two-step Lax–Wendroff scheme [18]. That is, we treat sequentially each component of the advection terms in transport equations, using a Lax–Wendroff scheme corresponding to a 1-D problem. The advantages of using this numerical scheme are in its simplicity and second-order precision both in time and space.

We use a multi-step algorithm to integrate the cloud model. First, consider the momentum equation (1). Note that the pressure is not known in (1) because there is no dynamic equation for it. We use a formulation similar to that of Chorin [4] to determine the pressure
based on the continuity equation. That is, we introduce approximate values of pressure in (1) to calculate the new velocity values. These values do not satisfy the continuity equation. Then, we derive and solve a pressure correction equation that, when applied to the velocity field, makes it satisfy the continuity equation. After the momentum equations, we consider the transport equations of the three phases of water, assuming that the conversion terms $A$, $C$, $E$, and $S$ are zero. In the next step, we check every grid point to see whether saturation occurred. If it did, we perform a moisture adjustment [17]. We adjust the moisture by reducing the water vapor cloud content to the saturation level, and increasing the cloud content by the same amount. At the same time, the temperature is modified according to the heat conservation principle. Finally, we update the water mixing ratios using the Kessler’s parameterization. This parameterization accounts for rain evaporation in subsaturated regions. Consequently, the temperature decreases in those regions due to heat absorbed during the process. These changes in temperature are also taken into account by the numerical model. That is done by simultaneously solving the modified forms of Eqs. (4)–(8) that ignore transport and diffusion. In this respect, a Newton–Raphson procedure [1], which requires the gradients of the terms in the equations, is used.

We initialized the model using the sounding data shown in Fig. 1, which is a description of an event in Del City, Oklahoma, on 20 May 1977. In this paper, we did not consider the wind shear in the sounding. This was justified by the fact that an initially sheared wind field leads to more complex developments, such as multiple rain cells, stretching of rain cells etc., that would require an increase of the computational domain. On the other hand, a VA approach requires several times more memory and computational time than the dynamic model on which it is based. Consequently, we considered the initial wind field to be zero.

We initialized the model using a thermal perturbation, 8 km wide and 4 km deep, in the middle of the computational domain. The perturbation consisted of 3 K temperature excess. The boundary conditions were zero for the velocities normal to boundaries. All the other variables had the derivatives zero normal to the boundaries. The eddy viscosity in Eq. (1) was set to 150 m$^2$ s$^{-1}$, and $k$ to 3v. The diffusivity of water in Eqs. (5)–(7) was assumed to be equal to 3v. These values are typical for numerical cloud models [17]. The time-step was 10 s.

Based on the simulation described above, we conducted variational retrieval experiments. We synthesized, using the numerical cloud output, sets of radar reflectivity and Doppler velocity observations. We used the relationship [17]
\[ Z = 2.4 \cdot 10^6 (\rho q)^{1.75} \]
(10)
to determine the reflectivity factor $Z$ from rain water mixing ratio. Relationship (10), which is valid for a Marshall Palmer distribution of rain drop sizes, may be derived by expressing the rain dropsize distribution’s exponent $A$ as a function of $Z$ and using it in the definition of $q_r$. We calculated the Doppler velocity at a location $(x,z)$ using [17]
\[ V_D = u \frac{x-x_r}{r} + (w - V_t) \frac{z-z_r}{r} \]
(11)
where $r$ is the distance from $(x,z)$ to the radar, whose coordinates are $(x_r,z_r)$. We arbitrarily set $x_r = -40$ km and $z_r = 0$ km. Based on the simulated radar data, we used the VA technique to initialize the cloud model in agreement with the observations. Then, the cloud model was run forward to make forecasts, and we compared its output to the reference run. Based on the comparisons, we were able to make performance assessments.

### 3. Variational assimilation technique

#### 3.1. General formulation

Although detailed presentations of VA formulations may be found in several papers (see for example [19] or [3]), this section includes a brief account of our VA formulation to facilitate the identification of the error-related issues. We rewrite the cloud model presented above in a generic, discrete form as
\[ X^{i+1} = F(X^i), \]
(12)
where $X^i$ is the state vector variable (containing the complete information to fully describe the model’s physical state in space and time), and $F$ is the model that describes the system evolution. Suppose that a set of $M$ measurements at different times $t_i = i\Delta t$, where $\Delta t$ is the time step and $i$ is a positive integer, is available.
\[ Y^k = H(X^k) + \epsilon_k \quad k \in \{1, 2, \ldots, M\} \]  

where \( Y^k \) are the measured variables and \( \epsilon_k \) are Gaussian errors with known characteristics. We use the two-level index notations to indicate that the observations do not have to be regular in time. We want to initialize the cloud model at time \( t_i \), such that the model output obtained by applying Eq. (12) repeatedly is in agreement with observations (13). Thus, an objective function may be defined as follows:

\[
J = \sum_{k=1}^{M} (Y^k - H(X^k))^T W^{-1}_k (Y^k - H(X^k)),
\]

(14)

where \( W_k \) is a square weight matrix. This problem can be reduced to a search for the initial condition \( X_{i1} \) that minimizes (14) with constraints (12). Objective function (14) may be expressed exclusively as a function of \( X_{i1} \), and its gradient with respect to \( X_{i1} \) becomes

\[
\nabla J = -2 \sum_{k=1}^{M} (Y^k - H(X^k))^T W^{-1}_k \nabla H^k \nabla F^{-1} \ldots \nabla F^1,
\]

(15)

where, for simplicity of notation \( \nabla F(X') = \nabla F' \) and \( \nabla H(X') = \nabla H' \). Then, a gradient-based optimization technique may be used to determine the initial condition \( X_{i1} \) that minimizes (14). The efficient evaluation of the expression on the right-hand side of (15) requires the development of a special model, called the adjoint, from the forward model (12). The adjoint model allows for the calculation of the product on the right-hand side of (15) starting from the right-most term, which is a vector. In this way, matrix-by-matrix multiplications are replaced by matrix-by-vector multiplications, which are one order of magnitude less computer-intensive. However, the development of the adjoint model is difficult. In this paper, we used the automatic code of Gering and Kaminski [8] to derive the adjoint model from the forward one. Once evaluated, gradient (15) may be used by an optimization procedure to determine the initial condition \( X_{i1} \). Consequently, we used a special optimization procedure, namely the limited memory Broyden–Fletcher–Goldfarb–Shanno (BFGS) procedure of Liu and Nocedal [14], which is efficient for a large number of variables.

By analyzing the above methodology for initializing a model in presence of observations, we identified several potential difficulties associated with the problem. First, the observations may not contain sufficient information to uniquely determine the minimum of (14), i.e. \( X_{i1} \). In this situation, the optimization algorithm would find an arbitrary solution that might be far from the optimal one. Second, although a unique solution of (14) exists, that is, the model initial conditions may be retrieved exactly, the optimization procedure might not be able to locate it precisely, due to the large number of variables, which for the current problem is 6936. Even the most effective optimization algorithm may fail for this number of variables and extremely complex and nonlinear functions such as (14). We considered the limited memory BFGS optimization algorithm used in this paper as the best option one has for this type of problem, and, consequently, acknowledged this second pitfall as an objective fact, but not simply a consequence of the particular optimization technique used in the paper.

3.2. Objective function definition

For the current problem, the measurements may be decomposed into two disjoint sets of observations, namely, reflectivities and Doppler velocities, and, consequently, the objective function may be rewritten as a function of two terms. That is

\[
J = \sum_{k=1}^{M} (Z^k - Z^k_{\text{obs}})^T W^{-1}_{Zk} (Z^k - Z^k_{\text{obs}})
+ \sum_{k=1}^{M} (V^k_D - V^k_{\text{obs}})^T W^{-1}_{Vk} (V^k_D - V^k_{\text{obs}}).
\]

(16)

We used superscript “obs” to indicate the observed values (\( Y \) in (14)), and obtained the other values via operator \( H \), defined in Eqs. (10) and (11). We evaluated the errors of (16) at each grid point. In practice, given the limited vertical resolution of radars, this approach might not be accurate, and functional forms for \( H \), more complex than those in (10) and (11), need to be considered. Choosing the weight matrices \( W_{Zk} \) and \( W_{Vk} \) is a difficult task. We describe the methodology we used to determine them in the next section.

Sun and Crook [17] considered two additional terms in (16): a background and a penalty. They found that these terms improve the retrieval accuracy. In the preliminary stages of our study, we did not find a significant improvement in forecasting due to background and penalty terms, and consequently, we did not consider these terms further. The background term becomes important when \( M \) is a large number (which is not the case either in our study or in [17]). This situation corresponds to a long sequence of observations, which occur in real situations. Then it is impractical to consider all available observations. Also, the effect of model inaccuracy may increase considerably, because the errors in models propagate in time. It is therefore rational to consider only a small number of observations (three or four) and to account for the information provided by prior observations through a background term. This strategy might be rigorously formulated in an optimal way [7]. However, for the number of variables considered in the current problem (6936), the necessity of calculating and storing the weight matrix for the background term poses many problems. The weight matrix in this case is a measure of the uncertainty concerning the accuracy of
estimates provided by prior measurements. Therefore, we considered only three or four sets of observations, and did not investigate the background term issue. Nevertheless, this aspect needs to be addressed in future studies.

4. Results

As specified in Section 3, we numerically simulated a storm using a 2-D implementation of the cloud model presented above. Based on the cloud variables, we synthesized radar observations at different times. We considered the cloud model's variables, i.e. velocity, pressure, temperature, cloud, vapor and rain mixing ratio, to be unknown, and applied the variational assimilation technique to estimate them based on the observations. We compared the estimated values to the true (reference) ones, and, based on the comparisons, we evaluated the approach performance.

We set the initial conditions in the assimilation procedure as follows. The velocity field and the temperature deviation were zero. The sounding values were assigned to the water vapor field wherever there was no rain. In the areas with rain, we specified the saturation water vapor content corresponding to a certain excess of temperature (0 or 2 K) relative to the sounding temperature. We considered the cloud content to be zero everywhere, and estimated the rain water directly from the radar measurements. This is not the only way to initialize the assimilation procedure. Although the number of iterations that the optimization procedure needs to perform to achieve convergence depends greatly on the initial conditions, the only requirement that must be satisfied concerns the objective function derivatives. They must be nonzero. It is possible that the initial conditions are such small deviations from the sounding values that no sensitivity is noticed in the objective function. One example in this direction is a thermal perturbation in a dry environment which is not big enough to trigger phase conversion and sustain the convection. In this situation, the derivative of the objective function with respect to the initial conditions would be zero, because the environment remains dry while the observables are based on precipitation. This justifies selecting the initial conditions in order to cause phase conversion to take place in the assimilation interval with precipitation as nonzero at its end. The initial conditions proposed here meet this requirement.

Determining matrices $W$ in the objective function is not a trivial task, even if the statistical properties of the observational errors are known precisely. This is because inversion problems, i.e. determining a set of variables based on incomplete observations, are generally ill posed. They do not have a unique solution, or the solution is not stable to small perturbations. Even if the observations are error-free, it is impossible to rigorously formulate an objective function that would provide the best estimate of the problem variables. In these conditions, the only alternative is the use of heuristic approaches. In this paper, we considered the observational errors to be uncorrelated. This is consistent with the way the observations were generated in the current numerical experiments, but does not necessarily correspond to real situations. However, in real applications, the error in radar observations can be estimated [5] and a methodology similar to the one presented here may be used. Since the errors were considered to be uncorrelated, we chose matrices $W_{Z_{obs}}^{-1}$ and $W_{V_{obs}}^{-1}$ proportional to the identity matrix. In real situations the identity matrix may be replaced with appropriate matrices provided by the analysis of the error structure. Then we determined two proportionality constants (because the objective function is a linear combination of the two constants), with just one being independent. We started with proportionality constants that provided the equality of the two terms of the objective function. We modified one proportionality constant, performed the assimilation, and evaluated the results until we discovered the best performance. We noticed quite a large interval for which the magnitude of the proportionality constant changed several times without significant changes in performance. In conclusion, the objective function is defined as a linear combination of the squared errors evaluated at every point of the computational grid, where the weights were defined based on a heuristic methodology.

We investigated the performance of the variational assimilation framework presented above in a series of cases. These cases were devised to reveal the influence of observational errors, and the length of the assimilation interval, on performance. We also tried to identify the cause of errors in estimating the cloud initial conditions. The cases are listed in Table 1. The four sets of measurements are 4.16 min apart (comparable with the temporal resolution of real radar systems, but also a multiple of the time-step, which is 10 s). The assimilation interval is [12.50, 25.00] min in the cases with four measurement sets, and [16.67, 25.00] min in the cases with three measurements sets. The error model used for velocity observations was, in case C2, $v_{obs} = v_{obs} (1 + v_{V})$, where $v_{obs}$ is the observed radial velocity, $v_{syn}$ the synthesized radial velocity, and $v_{V}$ is random noise, normally distributed with 0 mean and 0.2 standard deviation.

$$ Z_{e} = Z_{obs} + v_{Z}, $$

where $Z_{e}$ is the observed reflectivity, $Z_{obs}$ the synthesized reflectivity and $v_{Z}$ is random noise, normally distributed with 0 mean and 3 dBZ standard deviation. We included
case C4 in the analysis to study the influence of the optimization initial solution on the performance. In other words, we analyzed the sensitivity of the optimization solution on the initial guess. We considered case C5 to characterize the effect of the length of the assimilation interval on the forecasting performance. The estimation of the cloud initial conditions, should, at least in theory, be better in C1 than in C5, because more information is

<table>
<thead>
<tr>
<th>Case</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Four sets of observations 4.16 min apart, no observational errors, the initial temperature deviation of the cloud set to a 2 K excess</td>
</tr>
<tr>
<td>C2</td>
<td>Same as for C1, but with errors in velocity observations</td>
</tr>
<tr>
<td>C3</td>
<td>Same as for C1, but with errors in reflectivity observations</td>
</tr>
<tr>
<td>C4</td>
<td>Same as for C1, but with the initial temperature deviation of the cloud set to a 0 K excess</td>
</tr>
<tr>
<td>C5</td>
<td>Three sets of observations, no observational errors, the initial temperature deviation of the cloud set to a 2 K excess</td>
</tr>
<tr>
<td>C6</td>
<td>Same as for C1, but without optimization</td>
</tr>
<tr>
<td>E1</td>
<td>Same assimilation interval as for C1, but with 100 sets of observations 10 s apart</td>
</tr>
<tr>
<td>E2</td>
<td>Same as for E1, but with temperature observations included in the objective function</td>
</tr>
</tbody>
</table>

Fig. 2. Reference and retrieved cloud variables at time $t = 25.00 \text{ min}$. Left column represents the reference variables and the right column represents the retrieved variables: (a) horizontal velocity, vertical velocity, and rain water mixing ratio; (b) temperature deviation, deviation of water vapor mixing ratio, and cloud water mixing ratio.
available. Case C6 was used to indirectly characterize the effectiveness of the optimization procedure. By comparing the results of C6 and C1 we could infer whether the use of the optimization procedure was justified. Cases E1 and E2, although not realistic from the practical standpoint, were devised to identify the contributions of ill-posedness (incomplete information) and optimization limitations in the errors. Case E1 is not different from C1 in terms of the assimilation interval and accuracy of observations, but in terms of observations’ frequency. That is, the radar measurements were considered available every 10 s, which is the time step of the numerical model. Therefore, 25 times more observations than in C1 were used in case E1. Case E2 is similar to E1, but temperature observations were included in the objective function. The objective function became

\[ J_T = J + \sum_{i=1}^{M} (T_{ik} - T_{ik,\text{obs}}) \cdot W_{T,ik}^{-1} (T_{ik} - T_{ik,\text{obs}}), \]

where \( J \) was defined in (16). The weight matrices \( W_{T,ik} \) were determined from \( W_{z,ik} \) by multiplication with factor \( Z_m/T_m \), where \( Z_m \) is the mean of the observed reflectivities and \( T_m \) is the mean of the observed temperatures. This strategy is acceptable when the observations are error-free and makes the optimization problem better conditioned \([1]\), because the terms involved in the objective function are on the same order of magnitude.

Illustrations of the retrieved cloud variables for C1 at \( t = 25 \text{ min} \) are given in Fig. 2. The reference values are represented in the left column and the retrieved ones in the right column. It may be observed that the assimilation procedure is able to reproduce the storm...
characteristics quite well. This is quite impressive, considering that, for example, the initial flow field is zero. The retrieved temperature, cloud water, and rain patterns also agree with the reference. Time \( t = 25 \) min corresponds to the end of the assimilation interval. Obviously, there are differences between the estimated and the reference values. The most pronounced ones are those corresponding to the deviation of the water vapor content from the environmental values.

We have shown quantitative results describing the performance evolution as a function of time in Fig. 3 for all cases. As a measure of the agreement between the retrieved/forecasted and true values of a variable, we have used the relative root mean squared error. We defined the relative root mean squared (RRMS) as

\[
\text{RRMS} = \frac{\sqrt{\sum_i \sum_j (x_{i,j} - \hat{x}_{i,j})^2}}{\sqrt{\sum_i \sum_j \hat{x}_{i,j}^2}}.
\]

where \( x_{i,j} \) are the true values, and \( \hat{x}_{i,j} \) are their retrieved/forecasted equivalents. The summation is carried out over the entire computational domain. Negative or zero lead times indicate the assimilation interval.

The results in Fig. 3 may be summarized as follows. Case C1 shows fairly good forecasting performance. Fig. 4 represents a measure of the rain water content, the denominator of the right-hand side of (19), as a function of time. It may be observed that for the maximum rain content, which occurs at about 10 min lead time, the rain content RRMS is about 12% (the results in the

---

Fig. 3. Relative root mean squared error of retrieved/forecasted variables as a function of time. From top to bottom, left to right: rain water mixing ratio, horizontal velocity, vertical velocity, temperature deviation, deviation of water vapor mixing ratio, and cloud water mixing ratio: (a) cases C1, C2, and C3; (b) cases C1, C4, C5, and C6.
assimilation interval are similar to those in [17]). The RRMS seems to increase for lead times around 50 min, but this is just a consequence of a dramatic decrease of the total rain content for lead times greater than 40 min. However, it should be mentioned that a solution that corresponds to $\text{RRMS} = 0$ exists, but the VA framework is not able to find it. This could be caused by the optimization procedure’s inability to locate the minimum of such a complex function with a large number of variables, or by a calculation of the objective function gradient which is not accurate enough. This is because the formulation presented in Section 3 is based on linearizations that become inaccurate for long assimilation intervals. Case C2 shows that, although the errors in velocity observations affect the results in the assimilation interval (negative lead times), the overall forecasting performance is similar to that of C1. A significant difference between C2 and C1 in terms of RRMS occurs at about 50 min, but as already stated, at that lead-time the total rain water content is quite low and the absolute differences are not very large. Errors in the reflectivity observation, as considered in case C3, increase the water RRMS by as much as 50% relative to C1. Unlike case C2, this increase in RRMS manifests not only for small total rain content, but also at 10–20 min lead time where the rain water content attains its maximum. Consequently, it may be stated that radar reflectivity errors have a very important impact on forecasting performance. C4 reveals that the results depend on the initial starting point in optimization. This in an indication that the objective function is complex, with many local minima, which poses problems for the gradient-based optimization procedures. Another proof in this respect, is the fact that if optimization were able to find a global

Fig. 3 (continued)
minimum, the RRMS would be zero in the assimilation interval in case C1. The assimilation problem becomes better posed with an increase of the assimilation interval. This is indicated by case C5, which has a poorer performance than C1. However, the assimilation interval cannot be increased without limits as a means of improving the performance, because the volume of calculations and memory used increase accordingly, while the linear approximations on which the framework is based become poorer. This indicates the necessity of considering a background term accounting for past observations in the objective function. Finally, case C6 demonstrates that the problem is not trivial and the optimization technique, and, consequently, the development of the adjoint model, are both necessary. The error for C6 is 100% for some variables and lead times because the convection is not sustained, and the variables tend to their environmental values beyond a certain time.

Fig. 5 contains the results pertaining to cases E1 and E2. It may be noticed that the additional radar observations are beneficial for retrieval and forecasting. We remind the reader that the assimilation interval as in C1 was considered, i.e. 12.50 min, but the frequency was 25 times higher (radar observations were provided at each computational time step). As a result, the errors in retrieval and forecasting dropped about two times for all variables. When temperature observations are included in the objective function, i.e. case E2, an additional error reduction is noticed. Case E2 may be considered also a consistency test. That is because the optimization problem did not become trivial by considering additional information. This would be the case if information concerning all fields were considered, which are not in E2 where fields such as pressure, water cloud, vapor and velocity are not or just partially observed. Case E2 indicates a small error in retrieval (below 3%) for all fields. This suggests that the optimization procedure is effective when the objective function is well behaved (not exhibiting multiple minimum points similar in terms of function's value). It is worth noting that, although the errors in E2 are almost zero at the end of the assimilation interval, they grow in time and become similar to those in E1. This is an indication of the instability of the model's equations. That is, small differences in the initial conditions lead to large differences in the equations' solutions at later times. Based on these results, we may conclude that largest part of the errors originates in the ill-posedness of the problem of minimizing the function (16) with restrictions (12). In other words, no unique solution, stable to small perturbations (errors) is obtainable from radar observations only. However, as the results in experiments C1–C6 indicated, the forecasting errors induced by the ill-posedness are quite acceptable.

5. Summary and conclusions

In this paper, we formulated a VA procedure for incorporating radar data in cloud models and tested its utility in short term rainfall forecasting. We simulated a 2-D storm using a cloud model and synthesized radar observations to investigate the assimilation procedure performance. We considered, based on the difference between the observations and retrieved variables, various formulations for defining the objective function. The purpose of this was to identify the sources of error in retrieving (estimating) the cloud initial conditions.

We found that even in conditions of error-free observations, and four sets of observations, 4.17 min apart, the retrieval is subject to errors. Although these errors grow during forecasting, they remain within reasonable limits. It is likely that the optimization procedure is not the only component responsible for the errors in the retrieval. That is, the optimization procedure is not effective because the objective function does not have a well-defined global minimum. This is suggested by results from a retrieval based on three sets of observations. The results are better in the case with four sets of observations, because more information is available and the objective function is better defined. One possible way to make the optimization problem stable to small perturbations, is to consider a background term that includes and characterizes the uncertainty of past observation. This aspect was not studied in this paper because the simulated rain event is relatively short and the consideration of a series of assimilation intervals does not allow for the investigation of significantly long lead times. However, including the background term in the objective function is not a straightforward task, because it requires the estimation of a covariance matrix, which corresponds to the second derivative of the objective function, of a very large dimension. Future
research needs to find a tradeoff between accuracy and computational tractability.

The errors in observations affect the forecast performance. Results show that 20% errors in Doppler radial velocity do not significantly affect the results, but random errors, normally distributed with mean 0 dBZ and standard deviation 3 dBZ, in reflectivity increase the forecasting errors by about 50%. It should be mentioned that in this paper we did not consider the model errors. Results concerning the effect of model uncertainty on forecasting may be found in [9].

Nevertheless, the practical application of a VA of radar data will undoubtedly reveal new problems, because the operational cloud models, although substantially more complex than the one used in this paper, which will make the optimization problem more difficult, are still subject to errors in modeling the rain dynamics. However, the results in this paper are promising, and justify the development and application of VA techniques for rainfall forecasting.
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