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Abstract

This paper investigates the demand elasticity of search. We provide a new characterization of monotone hazard rate and of the first-order condition determining the optimal reservation price, and prove that the demand for information is elastic if the hazard rate function $h$ for the distribution of offers is decreasing and inelastic if $h$ is increasing.
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1. Introduction

The standard search model is a particularly useful tool for analyzing a wide range of economic problems; examples include job search, firms investing in R&D in an attempt to discover a new product or process, and an asset owner’s search for a buyer.\textsuperscript{1} Despite the importance of information acquisition via search, the literature contains no discussion whatsoever regarding the elasticity of demand for information.

This paper investigates this elasticity in the basic search model. Denoting the offer distribution by $F$ and its density by $f$, we show that the shape of the hazard rate function $h$ is critical, where $h$ is defined by $h(t) = f(t)/\tilde{F}(t)$ and $\tilde{F}(t) = 1 - F(t)$. In particular, Theorem 2 reveals that the demand for information is elastic if $h$ is decreasing and inelastic if $h$ is increasing.

In Section 2 we provide an alternative characterization and somewhat novel interpretation of the
hazard rate as it applies to the distribution of offers in a search model. Section 3 presents the basic
search model, derives an alternative first-order condition for the optimal reservation price, and
establishes the relationship between hazard rates and the elasticity of demand for search. The
concluding section suggests potential policy applications for further research.

2. Interpreting the hazard rate of the offer distribution

While we make use of Theorem 1 to study the elasticity of search, it is of interest in its own right.
Theorem 1 reveals the close connection between monotonicity of the hazard rate function $h$ of
the random variable $X$ and monotonicity of the expected gain $\Delta$ defined by $\Delta(x) \equiv E(X|X \geq x) - x$. The
function $H$ defined by $H(x) = \int_x^{\infty} (t-x)d\bar{F}(t)$ plays a prominent role in search theory. It is useful to
observe that $H(x) = \int_x^{\infty} t \bar{F}(t) dx - x \bar{F}(x) = \Delta(x) \bar{F}(x)$.

Theorem 1. Let $X \geq 0$ be a random variable with density $f$, cumulative distribution function $F$, and
hazard rate function $h$. The expected gain $\Delta$ is non-increasing [non-decreasing] if $h$ is non-decreasing
[non-increasing].

Proof. For any non-negative random variable $Z$, $E[Z] = \int_0^{\infty} P(Z > s)ds$. Consequently, setting
$Z = (X - y)^+$, we have $H(y) = \int_y^{\infty} (x-y)dF(x) = E(Z) = \int_0^{\infty} \bar{F}(y+s)ds = \int_y^{\infty} \bar{F}(y)dy$. Because $\Delta(x) = H(x)/\bar{F}(x)$, $H'(x) = -\bar{F}(x)$, and $H(x) = \int_x^{\infty} \bar{F}(t)dt$, we have $\Delta'(x) = (H'(x)\bar{F}(x) + f(x)H(x))/\bar{F}(x)^2 = -1 + \int_x^{\infty} h(x)\bar{F}(t)dt/\bar{F}(x) \leq -1 + \int_x^{\infty} h(t)\bar{F}(t)dt/\bar{F}(x) = 0$; the inequality follows from $h$ non-decreasing.
The inequality is reversed for $h$ non-increasing. □

Appendix A demonstrates that the converse of Theorem 1 is not true.

While intuition about hazard rates when the random variable being analyzed is the length of time
until a specified event occurs is well developed, an economic interpretation of a monotone hazard rate
when the random variable $X$ represents a monetary value to an individual is not well developed.
Theorem 1 enables us to proffer the following economic interpretation of hazard rates. Suppose your
income is $x$; label all those individuals whose income is $x$ or more as your financial peers. Then $\Delta(x)$
is the average amount by which your income lags that of your peers. To the extent that $\Delta(x)$ measures
one’s dissatisfaction, Theorem 1 asserts that dissatisfaction increases with income if $h$ is decreasing.
Consider the empirical distribution function $F$ of adjusted gross income for federal tax returns of
individuals in 1992. The hazard rate $h$ is decreasing for $x \geq 40,000$. The decrease is particularly rapid
for incomes in excess of $75,000. (Being rich has its disadvantages.) Details are provided in Appendix
B.

---

3Define the indicator function $1_E$ of the set $E$ by $1_E(x) = 1$ if $x \in E$ and $1_E(x) = 0$ if $x \notin E$, and observe that each
non-negative number $x$ admits the representation $x = \int_0^{\infty} 1_{[s,\infty)}(x)ds$. Hence, $E[Z] = \int_0^{\infty} Z(\omega)P(d\omega) = \int_0^{\infty} [\int_{s}^{\infty} 1_{[s,\infty)}(Z(\omega))ds]P(d\omega)|dz = \int_0^{\infty} \int_{s}^{\infty} P(|z| > s, Z(z))dzP(d\omega)|dz = \int_0^{\infty} P(Z \geq s)ds$, where the interchange
of integration at the third equality is justified by Tonelli’s Theorem.

A familiar example is the life of a light bulb. The hazard rate gives the probability that a light bulb which has lasted
a given time $t$ will burn out in the next instant. An increasing hazard rate corresponds to a light bulb which deteriorates as it ages; a decreasing hazard rate implies the light bulb improves with age. The duration of a spell of unemployment is a common application in economics.
Given the importance of hazard rates in the analysis that follows, a brief characterization of hazard rates for common distribution functions and of more general hazard rate monotonicity properties is of interest. The exponential distribution, \( F(t) = 1 - e^{-\gamma t} \) for \( t \geq 0 \) with \( \gamma > 0 \), has a constant hazard rate: \( h(t) = \gamma \). The Weibull distribution (the most commonly used distribution in the reliability literature), \( F(t) = 1 - e^{-(\theta t)^\gamma} \) for \( t \geq 0 \) with \( \theta > 0 \) and \( \gamma > 0 \), has hazard rate function \( h(t) = \theta \gamma (\theta t)^{\gamma - 1} \) for \( t > 0 \) whence \( h \) is increasing if \( \theta > 1 \) and decreasing if \( \theta < 1 \).

As demonstrated by Barlow and Proschan (1975, pp. 74–77), more general hazard rate monotonicity properties can be established by analyzing the class of Polya frequency functions of order 2 (PF\(_2\)).\(^4\) They demonstrate that the hazard rate function for both the normal and the truncated normal distributions is non-decreasing. Additionally, the Gamma distribution, \( f(t) = \frac{\gamma^\theta t^{\theta-1} e^{-\gamma t}}{\Gamma(\theta)} \) for \( t \geq 0 \) with \( \theta > 0 \) and \( \gamma > 0 \), has decreasing hazard rate for \( \theta < 1 \) and increasing hazard rate for \( \theta > 1 \). For \( \theta = 1 \) both the Weibull and the Gamma reduce to the exponential distribution.

### 3. Elasticity

Consider the standard infinite horizon, discrete time search model with recall. The independent offers \( X_i \) have common distribution \( F \) with density \( f \), an infinite number of offers can be entertained, and the searcher pays an out-of-pocket cost \( c \) for each offer he solicits. We assume \( E(X_i) > c \) to ensure that the search activity is profitable. The offers can be job offers, technological advances, or prices. Upon receiving an offer, he observes its value and elects either to accept the offer or to receive another offer. It is well known that the optimal policy is a reservation policy: accept the first offer exceeding the reservation price \( x \).\(^5\) Let \( \xi \) denote the optimal reservation price. Because the searcher rejects all offers below \( \xi \), his expected return (i.e. the value of the problem to him) is at least \( \xi \); furthermore, his willingness to accept any offer above \( \xi \) demonstrates that his expected return is at most \( \xi \). Thus, his reservation price \( \xi \) is also his expected return. It is also well known that \( \xi \) can be computed myopically by limiting consideration to the tradeoff between taking precisely one more observation versus stopping (and accepting the currently available offer). This myopic computation of the searcher’s optimal reservation value is obtained by solving \( x = E\{\max(X, x)\} - c \). Rearranging this first-order condition reveals that \( \xi \) is the unique solution to

\[
c = H(x).
\]

This first-order condition merely asserts that the marginal cost of obtaining precisely one more offer equals the expected gain to taking one more offer.

It comes as no surprise that the stopping time \( \tau_n \equiv \min\{n \geq 1: X_n \geq x\} \) may be relevant in analyzing the search problem. In particular, suppose \( X_0 = x \) so that the first-order condition \( c = H(x) \) equates the marginal cost and the marginal benefit of the stopping time \( \tau_n \). (Of course, \( \tau_0 = 1 \).) The first-order

\[^4\]The results most relevant to our analysis include the following: \( F \) has increasing hazard rate (so demand for search is inelastic) if and only if \( F \) is PF\(_2\); if \( f \) is a PF\(_2\) density on \([0, \infty)\), then \( F \) has increasing hazard rate; and if \( f \) is a density on \([0, \infty)\) and \( \log f \) is convex, then \( F \) has decreasing hazard rate.

\[^5\]See Lippman and McCall (1976) for a survey of the job search literature and numerous variations on the standard paradigm.
condition can also be written in terms of $\tau$. As the (expected) number of observations required until an observation with a value of at least $x$ is received is a geometric random variable with parameter $\tilde{F}(x)$, the demand for search is given by $q(x; c) = 1/\tilde{F}(x)$, and the total cost $T(x; c)$ of search associated with the stopping time $\tau$ when $X_0 = x$ is obviously given by

$$T(x; c) = c/\tilde{F}(x).$$

Similarly, the expected gain $\Delta(x)$ associated with $\tau$ when searching with recall and $X_0 = x$ is $\Delta(x) = E(X|X \geq x) - x$. Because $\Delta(x) = H(x)/\tilde{F}(x)$, the usual first-order condition (1) associated with $\tau$, when $X_0 = x$ can be rewritten in terms of the stopping time $\tau$:

$$T(x; c) = \Delta(x).$$

In addition to the mathematical equivalence between (1) and (3), the economic intuition is clear: the optimal reservation price equates the total cost $T(x; c)$ of obtaining an acceptable offer with the expected gain $\Delta(x)$ which accrues to finding an acceptable offer when searching with recall and $X_0 = x$. Because elasticity determines the relationship between changes in the price of search and the total expenditure on search, Eq. (3) makes clear that the elasticity of demand for search is determined by the sign of $\Delta'(x)$.

Because $H(x)$ is decreasing in $x$, the optimal reservation price $\xi$ decreases as $c$ increases: the number of observations required to locate an acceptable offer stochastically decreases in $c$. But the impact of an increase in $c$ on the total expenditure $T(\xi; c)$ on search is unclear: does the expected number of offers $1/\tilde{F}(\xi)$ decrease faster than $c$ increases? Theorem 2 reveals that the answer to this question depends upon the hazard rate function.

**Theorem 2.** If $F$ has non-decreasing hazard rate, then the total expenditure $T(\xi; c)$ on search is an increasing function of $c$: the demand for search is inelastic. If $F$ has non-increasing hazard rate, then $T(\xi; c)$ is a decreasing function: the demand for search is elastic.

**Proof.** Coupling (3) with Theorem 1 and $d\xi/dc < 0$ establishes the theorem.

To demonstrate the power of Theorem 2 consider the exercise of computing the elasticity of demand for information directly. As the demand for search is $q(\xi; c) = 1/\tilde{F}(\xi)$, where $\xi$ is the optimal reservation value as a function of $c$, the elasticity of demand is

$$\eta = \frac{d\xi}{dc} \frac{c}{q(\xi; c)} = \left[ \left( f(\xi) \frac{d\xi}{dc} \right) / \tilde{F}(\xi)^2 \right] \frac{c}{q(\xi; c)} = -cf(\xi)/\tilde{F}(\xi)^2,$$

where the last equality follows from $d\xi/dc = -1/\tilde{F}(\xi)$. Finding a closed-form solution for $\eta$ requires solving the first-order condition (1) for $\xi$ as a function of $c$ which is seldom possible.

Theorem 2, however, asserts that determining whether the demand for information is elastic or inelastic merely depends upon knowing whether the hazard rate is decreasing or increasing.\(^\dagger\)

Although we cannot derive an expression for $\eta$ in general, we can calculate $\eta$ when $X$ is distributed

\(^\dagger\)Often we can determine whether or not $h$ is monotone without a closed-form expression for $h$. See the discussion at the end of Section 2 regarding the normal and PF, densities.
uniformly on the interval \([a, b]\). To do so note that \(f(x) = 1/(b-a)\) and \(F(x) = (x-a)/(b-a)\), so \(\hat{F}(x) = (b-x)/(b-a)\), \(H(x) = (b-x)^2/2(b-a)\), and from the first-order condition (1) \(\xi = b - \sqrt{2(b-a)c}\). Substituting these expressions into (4) yields \(\eta = -1/2\): the uniform distribution generates a constant elasticity of demand. A closed-form solution for \(\eta\) is easily obtained for the exponential distribution. Because the exponential distribution has a constant hazard rate, Theorem 2 implies \(\eta \geq -1\) and \(\eta \leq -1\): \(\eta = -1\).

4. Conclusion

As shown, total expenditure on search is decreasing [increasing] in the search cost \(c\) if the offer distribution has decreasing [increasing] hazard rate. Unemployment insurance benefits and R&D investment tax credits are but two examples of government policies that subsidize the cost of search. To the extent that these policies are intended to encourage increased (non-governmental) investment in search by unemployed workers or in R&D by firms, our analysis suggests the importance of considering the hazard rate of the offer distribution when evaluating the effectiveness of these policies.

Appendix A

The counter-example finds \(\Delta(x)\) strictly decreasing while \(h(x)\) is not monotone.

Define \(l(x) = \int_0^x h(s)ds\) by \(l(x) = 1.1x\) if \(0 \leq x < 0.9\), \(0.1x + 0.9\) if \(0.9 \leq x < 1\), and \(x^2\) if \(x \geq 1\). Thus, \(l'(x) = h(x)\) is not monotone. Because \(h\) is non-decreasing on \([0.9, 1)\) and strictly increasing on \([1, \infty)\), we can conclude from Theorem 1 that \(\Delta\) is strictly decreasing on \([0.9, \infty)\).

Fix \(x < 0.9\). As can be seen from the proof of Theorem 1, \(\Delta'(x) = -1 + h(x)H(x)\bar{F}(x) = -1 + h(x)\Delta(x)\). Because \(h(x) = 1.1\), \(\Delta'(x) < 0\) if \(\Delta(x) < 10/11\). We have

\[
\Delta(x) = \int_0^{0.9-x} e^{-11s/10} ds + \int_{0.9-x}^{1-x} e^{-(0.9 + (x-s)/10 - 1.1s)/10} ds + \int_{1-x}^{\infty} e^{-(x-s)^2 - 1.1x} ds
\]

\[
\leq \frac{10}{11}[1 - e^{-1.1(0.9-x)}] + \frac{1}{10} e^{-(0.9 - x)} \int_{0.9-x}^{1-x} e^{-y/10} dy + e^{1.1x} \frac{1}{\sqrt{2}} \int_{\sqrt{2}}^{\infty} e^{-z^2/2} dz
\]

\[
= \frac{10}{11} - e^{1.1x} \left[ \frac{10}{11} e^{-0.99} - \frac{1}{10} e^{-0.99} - \sqrt{\pi} \int_{\sqrt{2}}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-z^2/2} dz \right] = \frac{10}{11} - e^{-1.1x}(0.1611) < \frac{10}{11}.
\]

Thus, \(\Delta(x)\) is strictly decreasing. \(\square\)
Table 1
Hazard rate for the distribution of US adjusted gross income in 1992

<table>
<thead>
<tr>
<th>AGI (thousand $)</th>
<th>Returns (millions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0–5</td>
<td>15.02</td>
</tr>
<tr>
<td>5–10</td>
<td>14.87</td>
</tr>
<tr>
<td>10–15</td>
<td>13.24</td>
</tr>
<tr>
<td>15–20</td>
<td>11.49</td>
</tr>
<tr>
<td>20–25</td>
<td>9.55</td>
</tr>
<tr>
<td>25–30</td>
<td>7.59</td>
</tr>
<tr>
<td>30–40</td>
<td>12.32</td>
</tr>
<tr>
<td>40–50</td>
<td>9.01</td>
</tr>
<tr>
<td>50–75</td>
<td>11.80</td>
</tr>
<tr>
<td>75–100</td>
<td>4.00</td>
</tr>
<tr>
<td>100–200</td>
<td>2.81</td>
</tr>
<tr>
<td>200–500</td>
<td>0.746</td>
</tr>
<tr>
<td>500–1000</td>
<td>0.141</td>
</tr>
<tr>
<td>&gt;1000</td>
<td>0.067</td>
</tr>
</tbody>
</table>

\( h = \frac{f}{F} \), where \( f = 0.132/5 = 0.0264 \). Dividing \( f \) by the probability that AGI exceeds $5000, which is \( F = 0.8667 \), generates \( h = 0.0305 \). Because we do not know the length of the interval with incomes exceeding $1,000,000, we cannot compute \( h \) for this interval.

**Appendix B**

Adjusted gross income (AGI) data for 1992 from United States federal tax returns for individuals and the hazard rate for the distribution of income are presented in Table 1. The hazard rate was computed assuming the density is constant over each income interval. For example, the probability that an individual’s income lies in the $5000–$10,000 interval is 0.132, and the estimated density is \( f = 0.132/5 = 0.0264 \). Dividing \( f \) by the probability that AGI exceeds $5000, which is \( F = 0.8667 \), generates \( h = 0.0305 \). Because we do not know the length of the interval with incomes exceeding $1,000,000, we cannot compute \( h \) for this interval.
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