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Abstract

In this paper, we present the results of a study of the impact of Canadian carbon stabilization programs on exports of natural gas to the United States. This work was based on a study conducted for the US Environmental Protection Agency. The Gas Systems Analysis model (GSAM), developed by ICF Consulting for the US Department of Energy, was used to gauge the overall impact of the stabilization programs on the North American natural gas market. GSAM is an intertemporal, spatial price equilibrium (SPE) type model of the North American natural gas system. Salient features of this model include characterization of over 17,000 gas production reservoirs with explicit reservoir-level geologic and economic information used to build up the supply side of the market. On the demand side, four sectors — residential, commercial, industrial and electric power generation — are characterized in the model. Lastly, both above and below ground storage facilities as well as a comprehensive pipeline network are used with the supply and demand side characterization.
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1. Introduction

In June of 1992, at the United Nations Conference on Environment and Development in Rio de Janeiro, Brazil, over 150 countries, including Canada, signed the Framework Convention on Climate Change. According to the agreement, countries promised to increase public awareness about the hazards of climate change and agreed to collaborate to alleviate the problem.

In the spirit of the contract, Canada, along with other nations, established a goal to stabilize greenhouse gas emissions by the year 2000 to the level emitted in 1990. This objective was to be governed in Canada by the National Action Program on Climate Change (NAPCC). NAPCC was formed from federal, provincial and territorial governments to develop strategies to reduce carbon emissions and to monitor progress. Canada’s Climate Change Voluntary Challenge and Registry, Inc. (VCR, Inc.), a key component of NAPCC, was created in February 1995 and was designed to record the efforts of private and public sector organizations in reducing greenhouse gas emissions.

The purpose of the study presented in this paper was to analyze the effects of the carbon stabilization efforts of the VCR, Inc. on Canadian exports of gas to the United States. Recently, there have been a good number of studies geared at North American CO₂ policy modeling. Examples of these works include (Kanudia and Loulou, 1998a, b, c, d; Loulou et al., 1996; Loulou and Kanudia, 1997, 1998), as well as (Chung et al., 1997). This paper distinguishes itself from these works in the level of detail on the upstream and downstream sides of the market for the model used, that is, the Gas Systems Analysis Model (GSAM).

GSAM characterizes the supply side of the North American natural gas market by over 17,000 individual gas reservoirs each with explicit geologic and economic variables. This level of detail allows for reasonable simulation of the economic behavior of individual reservoir operators. This approach, while numerically challenging allows for a more realistic modeling of the supply side than the traditional regional level approach. The result is that supply curves for the 24 supply regions are more responsive to market conditions and technologies than would otherwise be the case.

On the downstream side of the market, GSAM consists of 16 North American demand regions with 79 transportation links connecting supply and demand regions. The demand is then brought together with supply in an integrating linear program (LP). This LP balances for each node (region), season and year, the supply.
of gas as well as the demand for gas at the node. For demand regions, inflows of gas to meet demand in all four sectors can arrive by pipeline from other regions, from underground gas storage reservoirs, or from peaking supply (propane/air, LNG). The LP considers both the operational as well as investment (capacity expansion) decisions related to the natural gas system as a whole and is based on the concept of maximizing total surplus.

Canada’s role in the North American market has become increasingly substantial in recent years. Since 1990, 43% of US growth in gas consumption has been supplied by imports from Canada. During this period, Canadian exports to the US have doubled (Energy Information Administration, 1991, 1997). The Canadian natural gas market has grown significantly in the 1990s. Canadian marketed gas production in 1996 was 5.7 Tcf (trillion cubic feet) according to the Canadian Association of Petroleum Producers (CAPP), a 56% increase from 1990. A share of this growth is due to Canada’s growing exports to the US market. In addition, increased demand in Canada is also a factor. The Canadian domestic demand has increased 19% since 1990 to a level of 2.6 Tcf in 1996 (Oil & Gas Journal Energy Database, 1997).

The long-term future of Canada’s natural gas industry appears prosperous as well. Canada’s growing role as an exporter coupled with its internal growth has caused many to forecast an optimistic future for Canadian gas. Natural Resources Canada, in their 1997 outlook, projects an average annual growth rate of 0.8% for natural gas demand over the next 25 years (NRCAN, 1997). Canada currently contributes 13% to US gas demand through exports, and this share is expected to increase (Energy Information Administration, 1997). Some analysts are concerned that at some point, the increased demand for gas in Canada to assist in the carbon emission stabilization effort could decrease Canadian natural gas exports to the US and increase gas prices in key US markets.

2. Stabilizing carbon emissions

Carbon dioxide, methane and nitrous oxide play a critical role in regulating the temperature on the earth’s surface. These ‘greenhouse gases’ absorb infrared light and trap heat that would otherwise escape through the atmosphere and dissipate into space. This process is natural and necessary to our habitat. Scientists have hypothesized for many years that increasing levels of these gases in the atmosphere will ultimately lead to a warmer global climate. In addition, it has been shown that these gases can take thousands of years to cycle out of the atmosphere. Each year, human activities are releasing more and more greenhouse gases into the atmosphere. Consequently, many experts believe that even at current levels anthropomorphic greenhouse gas emissions could cause a dramatic shift in the earth’s climate. Carbon-based gases (CO₂ and methane), constitute by far the largest percentage of man-made greenhouse gases in the atmosphere.

Much of the discussion about reducing the growing rate of carbon emissions has focused on the energy industry, where fossil fuels continue to be a primary emitter.
These fuels — coal, natural gas and oil — are maintaining their share in the energy sector despite their nature of emitting pollutants through production, transportation and transmission. Recent programs and initiatives have focused on reducing their use, particularly coal — the largest source of CO$_2$ on a per-unit of energy produced basis.

Due to aforementioned issues, emphasis has been placed on reducing the projected near-future carbon emissions to current levels — or in other words stabilizing the carbon emissions. Stabilization is a difficult task considering both that energy supply and usage are expected to rise in Canada and the US and that carbon emissions are directly related to consumption. Therefore, in order to stabilize carbon emissions, changes must be made somewhere in the energy market — by reducing demand (which in turn reduces supply), by utilizing more efficient facilities, or through switching to lower carbon-emission fuels.

3. Role of the VCR program

The goal of the VCR program is to reduce the projected carbon emissions in the year 2000 to the level emitted in 1990. The program, which was only 2 years old at the time of this writing is a good first step, but it has two noticeable weaknesses. First, while the VCR, Inc. includes many members (over 70% of Canada’s greenhouse gas emissions are represented), it is still voluntary and does not impact all Canadian organizations. Second, the VCR, Inc. has no official regulations or policies. Each member devises their own plan to control carbon emissions, and is responsible for achieving their goals. As member activities are voluntary, some members may be less aggressive with their actions than others. Fig. 1 shows recent forecasts of carbon emissions from NRCAN.

Although it does not appear that stabilization will be met with the VCR, Inc. program alone, progress is being made. As the chart depicts, the projected carbon emissions for 2000 have decreased over 6% from the 1994 to 1997 NRCAN forecasts. Therefore, the organizations that are being established appear to have made an impact, at least in the forecasters’ minds. The focus of this study, however,
is not on whether stabilization will be achieved, but what effects the Canadian measures will have on the overall North American natural gas market. Controlling carbon emissions in Canada will obviously have an effect on the Canadian market, but it could also alter the US gas and electricity markets.

There are five strategies frequently employed by the VCR, Inc. to reduce carbon emissions. These include: energy efficiency projects, demand side management, fuel substitution, process redesign and implementation of offset initiatives. The most common strategy for reducing carbon emissions is the use of energy efficiency projects. Examples of these projects include equipment upgrades, fleet downsizing and cogeneration; but they can include any method that implements a better, more efficient, usage of energy. The second strategy, demand side management, comes from a joint effort between the electric utilities and their stakeholders to better manage carbon emissions. The third strategy, fuel substitution, involves replacing cheaper fossil fuels with cleaner, although more expensive, burning fuels, such as renewables or natural gas. The process redesign strategy involves organizations developing methods to reduce carbon emissions during manufacturing. The final strategy is the implementation of offset initiatives, particularly in the forestry, pulp and paper sectors.

This study addresses only the third strategy of reducing carbon emissions based on replacing fossil fuels used in electrical power generation with cleaner alternatives. The fossil fuels that we have considered are coal, natural gas, residual fuel oil and distillate, and we have considered stabilization for the year 2010. Also, it should be noted that consistent with the EPA study performed by ICF Consulting (ICF Kaiser, 1997), only stabilization efforts in Canada were considered. The analysis of how stabilization efforts in the US as well might affect the natural gas industry is potentially the subject of future work.

4. The Gas Systems Analysis Model

GSAM is a modular, reservoir-based model of the North American natural gas system, developed by ICF Consulting under the sponsorship of the US Department of Energy (DOE). GSAM represents a flexible, sophisticated approach for modeling supply, demand and transportation issues in the North American natural gas market. It has undergone a comprehensive, in-depth review by industry, government and academic peers. It is reliable and efficient in analyzing the broad range of issues being addressed in this study and has been successfully used to evaluate various upstream and downstream issues in natural gas, including consideration of alternative technology scenarios, market conditions and public policy initiatives on US gas supplies and the strategic decisions made by oil and gas companies (see for example Becker et al., 1995; Gabriel et al., 1996, 1997, 1998a; Vikas et al., 1996, 1998).

On the upstream side of the market, GSAM has a gas resource base characterized by explicit geologic properties and operational characteristics for over 17,000 individual gas reservoirs represented in 24 supply regions. Since the characteristics
of potential North American gas supplies are specified at this level of disaggregation, GSAM is free from restrictive assumptions such as regional average supply curves normally imposed by traditional gas market models.

On the downstream side of the market, GSAM consists of 16 North American demand regions with 79 transportation links connecting supply and demand regions. These links represent collections of pipelines serving the regions (or intermediate points) in question. The demand for natural gas is characterized by four sectors: residential, commercial, industrial and electric power generation. Combined with multiple seasons and years, the result is a model fairly rich in detail. The upstream and downstream sides of the market are brought into balance by an integrating LP which seeks to maximize the sum of producer plus consumer surplus less transportation costs, resulting in equilibrium prices, quantities, and flows. Various GSAM sub-modules interact with each other in a manner illustrated in Fig. 2 to perform the aforementioned activities.

4.1. The modeling of the supply side of the natural gas market

The modeling of the supply side of the natural gas market in GSAM is based on simulating exploration and production activities of typical production reservoir operators. The economic behavior of these reservoir operators is modeled in the context of given prevailing market conditions and technologies. The regional (aggregate) supply curves are then created by summing up the production responses from each of the reservoirs analyzed. In this way, GSAM builds regional supply curves from the ‘bottom-up’.

The exploration and production algorithm used in GSAM is a play\(^1\) level approach based on the work of L.P. White (White, 1981). In this methodology, a play is a set of geologically similar hydrocarbon deposits that can be analyzed together.
exploration activities are simulated using both geologic and economic data pertaining to the play. There are four main steps in simulating the exploration process over time for each play:

**Step 1:** Determine the number of undiscovered accumulations based on US Geological Survey (USGS) estimates.

**Step 2:** Rank all the undiscovered drilling accumulations based on an expected profitability index taking into account the probability of drilling dry holes.

**Step 3:** Perform exploratory drilling until either a rig utilization constraint is encountered or until the complete USGS-estimated economic resource for the accumulation has been found.

**Step 4:** Update in a Bayesian manner, the probability of finding accumulations in a play based on the already discovered resource.

For exploration to be conducted, the expected value of the next discovery must exceed the full cost of finding natural gas (including dry holes), and ultimately developing and producing the potential discovered reservoir(s). Once a reservoir has been discovered, development and production from that reservoir must generate expected revenues to cover the investments, operating costs and risks of development. Each investment decision is approached from the point of view of an operator determining if the investment is warranted. These evaluations integrate detailed information on reservoir geology, technology, productivity, costs and market prices consistent with operator decision-making. Once the exploration decisions are made, development economics are conducted on a sunk-cost basis to account for investments already made.

Compared with the approach in White, 1981, our approach ranks the undiscovered accumulations based on expected profitability as opposed to expected volume. Our approach is appropriate if one is modeling reservoir operators behaving in a rational economic manner whose activities are profit-motivated. In addition, our method uses rig constraints as opposed to budget constraints as used in White, 1981. We believe that our approach is more realistic since an attractive drilling prospect could generate sufficient funding and thereby avoid the need for a budget limit but would not be able to bypass the physical constraint on the actual number of existing plus potential available drilling rigs.

### 4.1.1. Modeling the effect of technology on exploration and development decisions

To model the economic behavior of the typical reservoir operator, GSAM considers both the discovered as well as the proven yet undiscovered resource at the operator’s disposal. Based on an expected net present value analysis, the operator may decide not to proceed with exploration due to unfavorable economics. However, if the decision to explore makes economic sense, for proven undiscover-

---

2 An accumulation is defined as either a single reservoir or an aggregation of reservoirs.

3 The expectation takes into account the probability of a dry-hole, i.e. a failure to find hydrocarbons.
ered hydrocarbons, the operator can use either current or advanced technology. Once the resource is discovered (either by current or advanced methods), a second series of profitability calculations are performed to determine if development of the resource should proceed. If the decision to develop is economically viable, again the operator can use current or advanced methods based on their relative costs. The development decision is made for each individual reservoir at the paygrade level (GSAM uses three paygrades per reservoir to account for the heterogeneity of the resource). This decision process is depicted in Fig. 3.

4.1.2. Modeling full-cycle costs for E & P operators

As shown in Fig. 4, GSAM models the resource and associated costs at every stage of reservoir exploration and/or development. On the left-hand side of this figure, we show resource status and on the right we indicate the stage of reservoir development. The height of the arrows (on either side) coincide with the height of the costs column to indicate which costs are applicable for each category considered. For example, proven undiscovered resource undergoes all stages of development that is: exploration, primary and secondary development, recompletion, and shut-in. However, producing reservoirs (the left-most resource status) only incurs operating costs and taxes to determine if continued production or shut-in is appropriate.

4.1.3. The MASP concept in GSAM’s E & P module

In determining if a particular exploration or development project is economically viable, GSAM uses the concept of the minimum acceptable supply price (MASP). The MASP is essentially the break-even price, that is the minimum market gas
price at which exploration and/or development of a reservoir would be undertaken (i.e. gas price at which hurdle rate is met). It is important to note that the MASP is a function of the market gas price, which in turn is dependent on the supply side of the market of which the MASP has a significant effect. To account for this interdependence, the MASP is interpolated or extrapolated at various market gas prices and market conditions. As shown in Fig. 5, the MASP is also discounted over time.

In GSAM, the MASP is compared with the market equilibrium price and when the MASP is less than or equal to the price, the operator selects appropriate exploration development options, otherwise, no activity results. Estimates of market equilibrium prices are determined via the integrating model of GSAM as described in the next section. This is the main connection between the supply and demand side models of the market in GSAM.

\[
\text{MASP} = \text{Discounted (Drilling Investment + Other Investment + Operating Costs* + Taxes)} \\
\text{Discounted (Production)}
\]

* Includes royalties

Fig. 5. Minimum acceptable supply price.

4.2. The modeling of the demand and transportation sides of the natural gas market

In GSAM, the demand for natural gas in North America contains sub-models for the residential, commercial, industrial and electrical power generation sectors
including both firm and interruptible demand in the relevant sectors. To capture the effects of seasonality, seasonal load factors are employed. These factors, which vary by region, indicate the ratio of gas demand per day in a particular season relative to an average day in the year.

The demand is then brought together with supply in an integrating LP. This LP balances for each node (region), season, and year, the supply of gas as well as the demand for gas at the node. For demand regions, inflows of gas to meet demand in all four sectors can arrive by pipeline from other regions, from underground gas storage reservoirs, or from peaking supply (propane/air, LNG). The LP considers both the operational as well as investment (capacity expansion) decisions related to the natural gas system as a whole. To incorporate both the supply and demand sides in a linear programming format, the relevant demand and supply functions are discretized and approximated (usually in a step-function manner).

For the residential and commercial sectors, demand at a particular node and time period is modeled as a log-linear (i.e. constant elasticity) function of population, GNP and gas price. This log-linear curve is then approximated by a step function formulation based on small (under $0.10) price increments. A sample approximation to the area under a demand curve is with five price-quantity increments shown in Fig. 6.

Thus, the total demand for a region and time period is given by

\[ TD = \sum_i q_i \]

and

\[ \int_0^D(z)dz \approx \sum_i q_i p_i \]

\(^1\)LNG is liquefied natural gas brought to this state by reducing the temperature to ~259 degrees F.
With a fine enough discretization, this scheme can provide a useful approximation to a demand curve and is easy to incorporate in a linear programming format. While population and GNP are part of the demand equations for gas, they enter only as exogenous factors and it is the price of gas that is calculated endogenously in GSAM.

The demand for natural gas in the industrial sector is modeled in a similar step-function manner except that the breakpoints refer to the prices of the alternate fuels used in this sector. Besides natural gas, the demand model takes into account, low sulfur residual oil, high sulfur residual oil and distillate fuel. In this way, the model simulates the competition between gas and alternative petroleum products to satisfy industrial needs.

In the electrical power sector, demand is broken down into power plants by fuel type and seasonal pattern of natural gas usage. There are separate demand variables for nuclear, coal, hydro/other, combined cycle, low sulfur residual/gas, high sulfur residual/gas and distillate/gas plants.

To transport the gas, a network system is modeled wherein the links represents aggregates of actual pipelines and the nodes refer to supply, demand, or intermediate regions. Typical information on each pipeline link (either existing or potential) includes the following

- the start and end node for the link;
- the link capacity in MMCF/day;
- the levelized investment costs$^5$ in $/MCF;
- the fixed operations and maintenance costs in $/MCF;
- the variable operations and maintenance costs in $/MCF;
- the first year that the link is available; and
- the fuel loss along the link in %.

The main set of constraints for this LP are material balance at each node, time and season, that is, what comes into a node must equal what goes out. The inflow to a node is the sum of flows from other nodes (less the fuel needed to run compressors and gas that may be lost due to leaks), gas extracted from available storage reservoirs and the supply of gas available at the node from production reservoirs as well as propane, LNG sites or extra supply projects. In terms of what can leave a node, the model considers the flow of gas to other nodes, gas that is injected into storage sites, as well as customer demand for that node. This demand includes the residential, commercial, industrial and electric power generation sectors. The LP considers the economics of adding and/or using pipeline, storage or other capacity to balance supply and demand. In addition to the material balance constraints, there are also additional realistic constraints that govern how much gas can move along the network; examples of these constraints include:

---

$^5$Levelized investment costs are the unit costs associated with recovering the original investment over the life of the project.
capacity restrictions on the pipeline links, and balancing storage extraction and injection amounts (with fuel loss); see Appendix A for more details on constraints.

The role of the underground storage reservoirs is to supplement the supply of gas in the demand regions and for each of the storage reservoirs in the database, the following data are computed:

- the amount of working and base gas in MMCF;
- the maximum withdrawal rate in \%/day;
- the maximum injection rate in \%/day;
- the levelized investment costs in $/MCF;
- the fixed operations and maintenance costs in $/MCF;
- the variable operations and maintenance costs in $/MCF;
- the fuel usage in \%; and
- the expected number of years in the life of the storage reservoir.

It is important to note that these values are not fixed a priori but are generated within GSAM’s Storage Reservoir Performance Module (Vikas et al., 1996) which takes into account various geological, technological and economic conditions for each storage reservoir. As a result of this rich detail on storage reservoirs, the integrating LP is quite useful for gauging the importance of alternative storage technologies and policies. In addition, the integrating LP can measure the relative importance between using storage reservoirs or building additional pipeline to satisfy the larger daily gas requirements of the winter season.

4.3. The integration of upstream and downstream activities

The integrating module of GSAM is based on the well-known spatial price equilibrium (SPE) model as described in (Takayama and Judge, 1971). It differs from the traditional model in several important ways which we describe below in addition to briefly reviewing SPE.

The SPE problem is to find equilibrium prices and quantities in a set of geographically disperse regions as well as equilibrium flows between these regions. SPE is based on maximizing the total welfare given as

$$ W = \sum_i W_i(y_i, x_i) $$

where $W_i(y_i, x_i)$, $y_i$, $x_i$ are, respectively, the welfare, the demand and the supply for region $i$. If the (inverse) demand and (inverse) supply functions are given, respectively, as $p_i = D_i(y_i), p^i = S_i(x_i)$, then we define the quasi-welfare function as

$$ W_i(y_i, x_i) = \int_0^{y_i} p_i \, d\eta_i - \int_0^{x_i} p^i \, d\xi_i $$
Under an assumption that the total welfare is the sum of the regional welfares, we have the total welfare $W$ given as

$$W = \sum_i W_i(y_i, x_i)$$

Additionally, if $x_{ij}$, $t_{ij}$ measure, respectively, the flow of gas from region $i$ to region $j$ and the associated transportation costs between these markets, then we can define the net quasi-welfare function Takayama and Judge, 1971 as

$$NW = \sum_i W_i(y_i, x_i) - \sum_i \sum_j t_{ij} x_{ij} = \sum_i \left( \int_0^{y_i} p_i d\eta_i - \int_0^{x_i} p_i d\xi_i \right) - \sum_i \sum_j t_{ij} x_{ij}$$

this form is also known as the net social payoff (NSP) which maximizes the sum of producers’ and consumers’ surplus after deducting for transportation costs (Samuelson, 1952; Labys and Pollak, 1984).

A common approach is to maximize this net quasi-welfare function subject to constraints forcing no excess demand, allowing for excess supply possibility, regional consumer and production equilibria conditions as well as locational price equilibrium conditions. For some recent examples of variations of this approach in the energy industry as well as summaries, see (Greenberg and Murphy, 1985; Weyant, 1985; Yang and Labys, 1985; Takayama and Labys, 1986; Murphy, 1987; Labys and Yang, 1991).

This formulation is based on the assumption that the (inverse) supply and demand functions are integrable. On the gas supply side of the market, this assumption may be violated for at least two reasons. First, the production levels are affected by the amount of available drilling rig capacity in a region. When prices differ between supply regions, there is an economic incentive to move drilling rigs, thus changing the effective regional rig capacity and ultimately drilling and production levels in the region. In this way, on the supply side of the market, we see that there is dependence between regions not necessarily in a symmetric way. Thus, by the symmetry principle Ortega and Rheinboldt, 1970, the supply functions may not be integrable.

Second, cross-regional influence can also be important in the presence of environmental constraints imposed on the producers of gas. The effect of environmental regulations (proposed or actual) has different levels of influence on different regions. More stringent regulations have the effect of raising the environmental cost of compliance and thus the break-even price for reservoir operators. Consequently, regions with relatively less restriction could appear more attractive for the operators thereby affecting the production levels of a region.

On the demand side, the demand for gas is affected not only by the own regional prices but also by the prices in regions that are connected via the pipeline system.

---

6 In practice due to the creation of new jobs and/or the removal of existing ones, the additivity assumption may be violated.
If the effects of prices are not symmetric, then the demand function will not be integrable as well. In spite of these ‘real world’ difficulties with integrating these supply and demand functions, it is not uncommon to see Eq. (1) used in economic modeling studies. In part, this is done for simplicity of modeling. However, also this is due to the fact that under certain circumstances, an iterative procedure that assumes separability of these functions can in the limit, produce valid estimates for equilibrium prices and quantities. This was one of the conclusions concerning the PIES model as described in (Ahn, 1979; Ahn and Hogan, 1982) and by extension, to its modern day counterpart, the National Energy Modeling System (NEMS), see for example (Energy Information Administration, 1998). In (Gabriel et al., 1998b), NEMS is viewed as a non-linear complementarity/variational inequality problem whose form generalizes Eq. (1) and is not limited by the integrability assumption.

Besides the interregional dependence for supply and demand curves, there is also intertemporal dependence in the natural gas market. In particular, if we ignore the interregional dependence and denote the price in supply region \(i\) at time \(t\) as \(p_i^t\) with associated supply as \(S_i^t\), then we see that \(S_i^t = S_i^t(p_i^t, p_i^{t-1}, \ldots, p_i^1)\). It is necessary to know what the prices are from the current as well as all previous time periods in evaluating the current regional supply. This dependence is due to the fact that the price in earlier time periods affect the amount of gas that is produced out from the reservoirs in later periods. This in turn affects how much pressure and resource is left in the reservoir for the second time period. Thus, one needs to know the complete history of what was produced as well as any new drilling activity in evaluating the supply for the current time period.

4.4. Mathematical form for GSAM’s equilibrium problem

A version of the standard total surplus maximization problem but with operational and investment constraints as well as discounting over time is used to generate equilibrium prices and quantities in GSAM. A somewhat stylized form of the associated optimization problem is given below.

\[
\max \sum_t \sum_s d_{ts} \sum_n \left( \int_0^{d_{nts}} TD_{nts}(z) \, dz \right) - \left( \sum_t \sum_s OC_{ts} d_{ts} + \sum_t IC_t d_t \right)
\]

subject to operational and investment constraints

where

- \(OC_{ts}\) is the system operating costs in time \(t\), season \(s\),
- \(IC_t\) is the investment costs in time \(t\),
- \(TD_{nts}(.)\) is the total demand curve for gas in node \(n\), time \(t\), season \(s\) (summed across sectors),
- \(d_{ts}, d_t\) are appropriate discounting factors.

In order to solve this optimization problem in a computationally efficient manner, a linear programming format is used. This leads to various approximations.
Table 1
Carbon emission factors in the electric utility sector

<table>
<thead>
<tr>
<th>Fuel type</th>
<th>Millions of tons of CO₂/TeraWatt hour</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>1.20</td>
</tr>
<tr>
<td>Oil</td>
<td>0.83</td>
</tr>
<tr>
<td>Gas</td>
<td>0.40</td>
</tr>
</tbody>
</table>

For example, the total demand is given as follows:

$$\int_{\rho}^{\rho_{\text{fin}}} TD_{nts}(z) dz \equiv \sum_i TD_{nts} P_{nts}$$

where $TD_{nts}$, $P_{nts}$ are, respectively, the total demand for gas in node $n$, time $t$, season $s$, in increment $i$, and the associated price for this increment; see Appendix A for further details. The objective function in Eq. (2) is related to the objective function for the standard total surplus maximization problem Eq. (1) by noting that the operating costs term $OC_j$ includes the cost of supply production, peak-shaving, and extra projects, approximating the producer surplus. In addition, the operating costs term includes pipeline transportation costs, and storage operations costs. The investment costs term, $IC_j$, considers capacity expansion for pipelines, electrical power plants, as well as storage reservoirs.

5. The carbon stabilization study results

Before modeling a case corresponding to carbon stabilization, it was first necessary to decide upon a method for estimating carbon emission levels. Given that carbon emissions are directly proportional to fuel consumption, a carbon emission factor (Table 1) was determined for each fuel type (with input from Natural Resources Canada).

To evaluate the effect of Canadian carbon stabilization programs on gas exports to the United States, we compared the outputs from GSAM using a base case and three carbon stabilization cases. In all cases, we made use of electricity production figures supplied by NRCAN by various fuel types. These figures are shown in Table 2 below.

---

7 NRCAN’s data were interpolated for 1993, but actual figures were made use of for the remaining years. For hydro/other power in 1993 and nuclear power for 1995, the model was allowed to deviate somewhat from the NRCAN values due to avoid internal infeasibilities that were encountered.

8 GSAM’s downstream model used the following years in its integrating linear program: 1993, 1995, 2000, 2005, 2010

9 Note that for history matching purposes, the model starts in the year 1993.
Table 2
TeraWatthours of electricity production by fuel type

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal</td>
<td>83.5</td>
<td>83.4</td>
<td>71.0</td>
<td>79.7</td>
<td>88.4</td>
</tr>
<tr>
<td>Oil</td>
<td>11.8</td>
<td>8.2</td>
<td>5.6</td>
<td>8.3</td>
<td>10.9</td>
</tr>
<tr>
<td>Natural gas</td>
<td>12.7</td>
<td>16.3</td>
<td>24.4</td>
<td>31.7</td>
<td>38.9</td>
</tr>
<tr>
<td>Nuclear</td>
<td>81.4</td>
<td>92.3</td>
<td>100.2</td>
<td>98.8</td>
<td>97.3</td>
</tr>
<tr>
<td>Hydro/other</td>
<td>323.9</td>
<td>337.0</td>
<td>356.1</td>
<td>361.6</td>
<td>365.1</td>
</tr>
<tr>
<td>Total</td>
<td>513.4</td>
<td>537.2</td>
<td>557.3</td>
<td>579.0</td>
<td>600.6</td>
</tr>
</tbody>
</table>

5.1. The base and stabilization case assumptions

Since the only differences between the base case and these stabilization cases were the stabilization activities, we can attribute the change in the solution to the stabilization effects. This difference is thus an estimate of the influence of these measures in Canada on the North American natural gas market. The various levels of the CO₂ emissions constraint, applied to the year 2010 for the Canadian Electrical Power Generation Sector, are shown in Table 3. The nominal target (115.12 short tons) was based on the 1990 baseline figures from the Canadian Electricity Association (CEA) with 10 participating utilities. CEA represents 11 major utilities involved in the VCR program which constitutes over 95% of the total carbon emissions from fossil fuel fired generation in Canada (Canadian Electricity Association, 1996) and hence their forecast can be considered appropriate.

Based on discussions with energy professionals at NRCAN and elsewhere in Canada, the base case assumptions included:

- Using coal electricity production values from Table 2 for 1993–2010.
- Using nuclear, hydro/other, gas, and oil electricity production values from Table 2 for 1993 and 1995 only, but allowing the model to select appropriate values for 2000–2010.

Table 3
CO₂ limits

<table>
<thead>
<tr>
<th>CO₂ limit</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>104.44 short tons</td>
<td>Most restrictive stabilization case</td>
</tr>
<tr>
<td>115.12 short tons</td>
<td>Nominal target stabilization case</td>
</tr>
<tr>
<td>126.90 short tons</td>
<td>Least restrictive stabilization case</td>
</tr>
<tr>
<td>99999.0 short tons</td>
<td>No stabilization case (base case)</td>
</tr>
</tbody>
</table>

10To keep the comparison appropriate, both the base case and stabilization cases were started from the same estimates of equilibrium gas prices.
values for nuclear, hydro/other, gas, and oil to match total electricity production in the years 2000, 2005 and 2010.
Forcing the model to prohibit additional nuclear or hydro/other capacity from 1995 or later.
Not imposing a CO₂ emissions constraint on Canada.

The carbon stabilization cases' assumptions included:

Using coal electricity production values from Table 2 for 1993–1995, but allowing the model to select appropriate values for the years 2000, 2005 and 2010,
Using nuclear, hydro/other, gas and oil electricity production values from Table 2 for 1993 and 1995 only, but allowing the model to select appropriate values for nuclear, hydro/other, gas and oil to match total electricity production in the years 2000, 2005 and 2010,
Forcing the model to prohibit additional nuclear or hydro/other capacity from 1995 or later,
Imposing a CO₂ emissions constraint on Canada in the year 2010 (which varied by stabilization case).

5.2. Summary of results

The carbon emissions and electrical demand levels for the Canadian electrical power sector under the most restrictive stabilization cases as well as the base case are shown in Figs. 7 and 8. While the base case shows an increase in both electricity demand as well as carbon emissions, the most restrictive stabilization case shows for the same electricity demand levels, an abrupt decline in carbon emission in 2010.11

11The only difference between the most restrictive stabilization case and the other stabilization cases is the steepness of the decline of emissions from 2005 to 2010.
One particularly interesting result from this study was that the CO\textsubscript{2} limits imposed can have a significant impact on the regional results. In particular, eastern Canada, where there was a dramatic increase in demand for gas, was the most sensitive to the three stabilization limits imposed (as compared with the base case). Other regions showed less variation in the results as a function of different CO\textsubscript{2} caps. This points to the need to carefully estimate the stabilization limits due to their strong but regionally disparate influence.

The imposition of carbon stabilization programs in the electrical power generation sector of Canada in 2010 resulted in a major shifting of fuels used in this sector. As can be seen in Fig. 9, under the base case, the use of coal does not change dramatically from 1995 to 2010 (83.4\textsuperscript{12}–88.4 BkWh) whereas the use of gas increases substantially from 16.3 to 86.0 BkWh. The most restrictive stabilization

---

\textsuperscript{12}1 BkWh represents 1 billion kilowatt hours and is the same as 1 terawatt-hour; these two terms are used interchangeably in this paper.
case showed much more dramatic results, namely coal use dropped from 83.4–40.5 BkWh whereas gas increased significantly from 16.3 to 135.5 BkWh as shown in Fig. 10.

In terms of carbon emissions produced in the Canadian electrical power sector, as shown in Figs. 11–13, the contribution of coal diminishes somewhat between 1995 and 2010 (88–74%) even under the base case. However, this decline is greatly accelerated under the most restrictive case showing a dramatic shifting towards gas and away from coal due to the lower emissions factor for gas. Note that oil does not play a significant role in this analysis. Fig. 11 shows the share of carbon emissions in 1995 for the fossil fuels considered. These shares are the same for
both the base and the most restrictive carbon stabilization case.

In contrast, in the year 2010, the share for coal drops significantly and the share for gas rises significantly due to carbon stabilization efforts that induce fuel switching as shown in Figs. 12 and 13.

The imposition of the CO₂ emissions constraint in 2010 for the Canadian regions in GSAM resulted in a major shifting of the fuels in Canada used to produce electricity. These adjustments led to dramatic changes in imports and exports of gas between Canada and the United States and resulted, in some cases, in significantly elevated prices of natural gas in demand markets. As shown in Fig. 14, we see that in 2010, under the most restrictive stabilization case, Canada on the whole dramatically increased its imports from and cut back its exports to the US.

In comparing the most restrictive stabilization case vs. the base case, we see that...
Fig. 14. Net effects of carbon stabilization programs in Canada on national flows in 2010: most restrictive stabilization case — base case.

432 Billion Cubic Feet more gas is in Canada. For the nominal and least restrictive cases, the net imports of gas from the US compared with the base case were, respectively, 334 and 211 BCF. It is interesting to note that while the CO₂ limit increased by only approximately 22% (126.90 short tons/104.44 short tons), a significantly greater need for gas in Canada resulted, namely, a 105% jump (432 BCF/211 BCF) in net imports from the US.

The shifting CO₂ limits caused some dramatic changes in the pipeline flows as might be expected. In particular, as shown in Fig. 15, as this limit became tighter (lower), more of the flow between the aggregated regions was directed towards eastern Canada, the major demand market for increased levels of gas in order to comply with stabilization.

The increased demand for gas in eastern Canada and neighboring US regions resulted, under the most extreme stabilization, in some sizeable gas price increases in the US electric power sector. In particular, the largest increases in the US regional gas prices for 2010 were registered by the South Atlantic, New England and Middle Atlantic regions with increases of $0.20, $0.16 and $0.15, respectively. These price increases were matched by decreases in quantities demanded in these regions by 0.0, 6.5 and 28.4 BCF, respectively. The increased demand for gas in Canada also produced higher electric power sector prices for gas in Eastern Canada of about $0.62/MCF. The increased prices for combined GSAM demand regions are shown in Table 4 under the three stabilization cases. In addition, the increase in prices in the aggregated regions shown above were coupled with changes in demand quantities are also shown in Table 4. Again, it is eastern Canada that is most sensitive to the stabilization limit.

13 This figure of 432 is the increased levels of exports from the US to Canada less the decrease imports from Canada to the US, i.e. 200 – (– 232).
Fig. 15. Net effects of carbon stabilization programs in Canada on pipeline flows, 2010 — most restrictive case.

6. Conclusions

In this study we have shown how Canadian carbon stabilization programs can affect the entire North American natural gas system. We have made use of an intertemporal SPE model with production reservoir level detail on the supply side and seasonal, yearly, sectoral detail on the demand side. In addition, the demand side included storage reservoir and pipeline level inputs. The results indicate that stabilization programs can affect regions differently depending on the need for gas. Indeed, the regional prices and quantities as well as inter-regional flows can shift dramatically. We have seen that Eastern Canada had the most significant changes with several nearby US regions also being affected substantially. Lastly, we also observed that the value of the CO$_2$ level imposed has influential effects on the results.
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Table 4
Changes in regional electric power sector prices and quantities in 2010 (stabilization case-base case)

<table>
<thead>
<tr>
<th>Regions</th>
<th>Price change ($/MCF)</th>
<th>Quantity change (BCF)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(CO$_2$ limit: 104.44 short tons)</td>
<td>(CO$_2$ limit: 115.12 short tons)</td>
</tr>
<tr>
<td>Less restrictive</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern US</td>
<td>0.13</td>
<td>0.10</td>
</tr>
<tr>
<td>Western US</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>Eastern Canada</td>
<td>0.62</td>
<td>0.45</td>
</tr>
<tr>
<td>Western Canada</td>
<td>0.07</td>
<td>0.05</td>
</tr>
</tbody>
</table>

*Eastern US is composed of the GSAM regions: New England, Middle Atlantic, South Atlantic, Florida, East South Central, East North Central; Western US is composed of the GSAM regions: West South Central, West North Central, Mountain South, Mountain North, California, Pacific Northwest; Eastern Canada is a separate node by itself, and Western Canada is made up of the GSAM regions: British Columbia and the Western Canada (not including BC).*
Appendix A.

Description of stylized form of some of the operational and investment constraints and costs used in the integrating LP of GSAM

Abbreviations:

\( \text{Mcf} \): thousand cubic feet
\( \text{MMcf} \): million cubic feet
\( \text{Bcf} \): billion cubic feet
\( \text{kWh} \): kilowatt hours
\( \text{BkWh} \): billion kilowatt hours
\( \text{GW} \): gigawatts

Indices:

\( f \): index of the power plant fuel type in the electrical generation demand curve approximation
\( i \): increment in the residential and commercial demand curve approximations
\( j \): industrial plant type (distillate/gas, low sulfur resid/gas, high sulfur resid/gas, gas only) in the industrial demand curve approximation
\( k \): supply curve increment
\( n \): region (node)
\( r \): storage reservoir
\( s \): season
\( t \): time period (year)
\( p \): pipeline

Variables:

\( RD_{nts} \): residential sector demand for natural gas (Bcf) \( RD_{nts} = \sum_i RD_{nts_i} \)
\( CD_{nts} \): commercial sector demand for natural gas (Bcf) \( CD_{nts} = \sum_i CD_{nts_i} \)
\( ID_{nts} \): industrial sector demand for natural gas (Bcf) \( ID_{nts} = \sum_j ID_{nts_j} \)
\( ED_{nts} \): electrical power generation sector demand for gas (Bcf) \( ED_{nts} = \sum_f ED_{nts_f} \)
\( TD_{nts} \): total demand summed across sectors\(^{14}\), i.e. \( TD_{nts} = RD_{nts} + CD_{nts} + ID_{nts} + ED_{nts} \)

\(^{14}\) \( TD_{nts} \) is the sum of the residential, commercial, industrial, and electrical power generation sector demands in the linear programming approximation of Eq. (1).
Completing the description of the terms in Eq. (2), the operating costs in time $t$, season $s$ are given by:

$$OC_{ts} = \sum_{k} GP_{nstk} GPC_{nstk} + \sum_{r} SI_{rts} SIC_{rts} + \sum_{p} (FFL_{pts} + RFL_{pts}) FLC_{p}$$  \hspace{1cm} (A1)
The investment costs from Eq. (2) are given by:

\[
IC_t = \sum_{t' \leq t} \sum_r SCI_{rt'} + \sum_n \sum_{t' \leq t} ECI_{nt'} + \sum_p \sum_{t' \leq t} PCI_{pt'} \tag{A2}
\]

As indicated in Eq. (1), the optimization is subject to a series of operational and investment constraints to fully characterize the natural gas system.

**Operational constraints**

There are three operational constraints considered in this stylized form of the model. They are related to:

- Material balance,
- Transportation, and
- Storage.

**Material balance**

For each region \( n \), time period \( t \), and season \( s \), we have the following constraints where the units are in MMCF/day.

For supply regions:

the total gas produced plus the gas transported in along pipelines equals the total gas leaving the region by pipelines

\[
GP_{nts} + \sum_{p=(j,n)} \left\{ (1 - PLLOSS_p)FFL_{pts} - RFL_{pts} \right\} = \sum_{p=(n,k)} \left\{ FFL_{pts} - (1 - PLLOSS_p)RFL_{pts} \right\} \tag{A3}
\]

\( \forall n, t, s \)

For demand regions during the winter storage extraction season:

the total gas extracted from storage plus the gas transported in along pipelines equals the total gas leaving the region by pipelines or serving the regional demand

\[
\sum_{p=(j,n)} \left\{ (1 - PLLOSS_p)FFL_{pts} - RFL_{pts} \right\} + \sum_{r \in ST(n)} SE_{nts} = \sum_{p=(n,k)} \left\{ FFL_{pts} - (1 - PLLOSS_p)RFL_{pts} \right\} + TD_{nts} \tag{A4}
\]

\( \forall n, t, s \)

For demand regions during the non-winter storage injection season:

the total gas transported in along pipelines equals the total gas leaving the region by pipelines plus the gas serving the regional demand plus the gas injected back...
into storage

\[
\sum_{p=(p,n)} \left\{ (1 - PLLOSS_p)F_{FL_{pt}} - R_{FL_{pt}} \right\} \\
= \sum_{p=(n,k)} \left\{ F_{FL_{pt}} - (1 - PLLOSS_p)R_{FL_{pt}} \right\} + TD_{nkt} + \sum_{r \in ST(n)} SI_{rts} \quad (A5)
\]

\[\forall n, t, s\]

**Transportation**

For each pipeline, season, and year we have the following constraints where the units are measured in MMCF/day.

The total flow (in the forward and reverse directions) must not exceed the sum of the incremental invested capacity in the pipeline up to that point in time

\[
F_{FL_{pt}} + R_{FL_{pt}} \leq \sum_{t' \leq t} PCI_{pt} \quad (A6)
\]

\[\forall p, t, s\]

The total invested capacity must not exceed the maximum amount

\[
\sum_{t} PCI_{pt} \leq PCAP_p \quad (A7)
\]

\[\forall p\]

**Underground storage**

For each reservoir \( r \) and time period \( t \) we have the following constraints on storage activity.

The total volume extracted equals total injected (including losses) on an annual basis (also equal by definition to \( SV_{tr} \))

\[
\sum_{s} SE_{tr}DAYS_s = \sum_{s} SI_{tr}DAYS_s(1 - STLOSS_s) \equiv SV_{tr} \quad (A8)
\]

\[\forall r, t \text{ (in MMcf)}\]

The total annual volume extracted must not exceed the sum of the incremental storage capacity additions up to that point in time

\[
SV_{tr} \leq \sum_{t' \leq t} SCI_{tr'} \quad (A9)
\]

\[\forall r, t \text{ (in MMcf)}\]
The storage extraction rate is at most the maximum reservoir volume times the maximum daily % that can be extracted

\[ SE_{t,s,r} \leq STCAP_{r,t} \times EXT_{r,t} \]  
(A10)

\( \forall t, s, r \) (in MMcf/day)

The storage injection rate is at most the maximum reservoir volume times the maximum daily % that can be injected

\[ SI_{t,s,r} \leq STCAP_{r,t} \times INJ_{r,t} \]  
(A11)

\( \forall t, s, r \) (in MMcf/day)

The total storage volume is at most the maximum reservoir capacity

\[ SV_{t,r} \leq STCAP_{r,t} \]  
(A12)

\( \forall t, r \) (in MMcf)
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