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Abstract

This paper analyzes short-run interfuel substitution in west European power generation, and the impact of system load factors on fossil fuel choice. The problems are studied within a restricted translog cost share model. The paper concludes that interfuel substitution in existing power plants is substantial, especially that between oil and gas. This is consistent with the notion that short-run fuel substitution takes place in dual- or multi-fired plants, by switching load between different single-fired plants, and by some conversions of power plants to be able to burn alternate fuels. The empirical investigation also indicates that the system load factor is a notable determinant of fossil fuel choices in west Europe, and the paper ends with an assessment of the fuel consequences of some load management schemes in the region. © 2001 Elsevier Science B.V. All rights reserved.

JEL classifications: D24; Q41

Keywords: Fossil fuels; Power generation; Interfuel substitution; Fuel choice; System load factor

1. Introduction

This paper has two purposes. The first is to estimate the degree of short-run interfuel substitution between fossil fuels in west European power generation, and the second is to analyze the impact of system load factors on fossil fuel choices. Since electric utilities are large consumers of fossil fuels (coal in particular) their
responsiveness to changes in relative fuel prices as well as other non-price factors is important for the suppliers of fossil fuels (e.g. for production and investment plans). For example, substantial short-term fuel switching enables power generators to exploit price differentials in fuel prices, something that can give them increased negotiating power. Consequently, fuel suppliers then face a ceiling on their fuel prices charged, and the prospects for exploiting any market power become limited. However, even if the capacity to switch between fuels (e.g. dual- or multi-fuel capacity) exists, the opportunities for fuel switching may be limited for various reasons (see Section 2); the degree of actual short-run interfuel substitution therefore remains an empirical question.

Moreover, an understanding of the determinants of the demand for fossil fuels by electric utilities is also important for proposed public policies towards the energy sector to be effective. For example, fuel price increases are often presented as one measure to promote energy conservation and fuel substitution. In this respect the present paper can indicate what is the response in power generation fossil fuel use to any new European Union CO2 tax or tradable permit system. In addition, many west European countries have shown an increased interest in ambitious load management policies that aim at decreasing peak load. An analysis of the impact of system load factors is thus vital as it allows one to assess the fuel consequences of different load management schemes.

The choice of focus in this paper can also be motivated by reviewing earlier academic studies. The standard approach in previous research on interfuel substitution has been to study the problem within a flexible cost function, in most cases the translog, and this is also the approach employed in this paper. However, our investigation differs from many of the earlier studies on fuel choice in power generation in three important respects. 1

First, the distinction between short-run (ex post) and long-run (ex ante) substitution is often neglected in previous research, and many of the alleged long-run cost studies rely heavily on ad hoc interpretations rather than on explicit long-run formulations (e.g. Griffin, 1977; Uri, 1977; Ball and Loncar, 1991). The degree of short-run interfuel substitution is often (implicitly or explicitly) assumed to be zero. Atkinson and Halvorsen (1976), Uri (1978), Mountain (1982), Bopp and Costello (1990), Dahl and Ko (1998) are exceptions to this latter rule. Still, they either focus their attention on the substitution that occurs in dual- and multi-fired fired power plants, or they tend to rely solely on the argument that time-series data alone will reflect short-run behavior. In this paper we argue that there are at least two additional ways in which short-run fuel switching can occur (see Section 2), and we go on to specify a restricted translog cost share model, which is estimated using pooled time series and country data for six west European countries over the

1 For a review and a critical evaluation of previous econometric studies on interfuel substitution in fossil-fueled power generation, see Soderholm (1998b).

2 Some studies do not even consider whether their results should be interpreted as short- or long-run responses. See, for example, McDonnell (1991) and Ko (1996).
period 1984–1994. In contrast to previous research efforts we confront our empirical results with these identified potentials for short-term fuel switching.

Second, some of the specific characteristics of the electricity industry, and their impacts on fuel choice, have not been implemented in the above fuel demand studies. Still, since some fuels provide cheap peak power and others cheap base load power, the ultimate fuel mix will depend on the level of utilization of the electric power system, i.e. on the system load factor. Thus, we incorporate a measure of the system load factor as an independent variable in the cost share model, something which allows us to assess what are the fuel consequences of changes in the system load factor and thus in peak load. Normally planning decisions on production and fuel mix in the power sector tend to be undertaken with detailed, bottom-up, large-scale production optimization models, which allow load factors to be analyzed closely. However, these models tend not to analyze actual behavior, but rather optimal behavior, which may be more or less closely related to observed responses. In addition, they seldom take into account the choice of fuel in multi-fired power plants or the possibility of converting existing plants to alternate fuels. Energy demand models, although aggregate and less detailed, attempt to measure observed responses to changes in the market. Previous fuel demand studies have, however, neglected the impacts of load factors on fuel choice, although these can be fairly easily implemented in the demand models. In other words, a load factor analysis as that proposed in this paper can complement the results of more detailed bottom-up models.

Finally, most previous studies analyze fuel choice in the US power sector, while we in this paper focus entirely on the west European electricity industry.

Some important limitations of the paper need to be indicated before proceeding. Since the prospects for short-run fuel switching form an essential part of this paper, we only analyze the degree of interfuel substitution among fossil fuels; coal, oil and gas. There are very few substitution possibilities in the case of existing plants designed to utilize either uranium or hydropower. It is therefore implicitly assumed that a country’s choice between hydropower and nuclear energy is independent of the choice made between different fossil fuels to be burnt in electric plants. Furthermore, in the early 1990s we have witnessed a surge in gas use for power generation, primarily in newly built combined cycle gas turbines.

---

3 It is worth noting that it is probably more appropriate to analyze short-run fuel choice behavior within a cost function approach compared to long-run behavior. For example, neoclassical cost function approaches are based on the assumption that firms minimize costs in their choice of factor inputs. However, long-run fuel choices have been heavily influenced by government policies and strong political overtones whose aims have not always been cost minimization. However, decisions to switch fuels in existing multi- or single-fired capacity or to convert existing plants to other fuels are in general much less affected by government regulations and/or public opinion. In addition, a short-run model will not suffer from the so-called Averch–Johnson effect (Halvorsen, 1978).

4 Griffin (1977) and Ball and Loncar (1991) also look at the west European market. However, the former explicitly analyzes long-run substitution for an early time period (1955–1969), while the latter treats OECD Europe as an aggregate and no explicit consideration of the potential for short-run fuel substitution is taken.
2. Short-run interfuel substitution and system load factors

In at least one respect, the power generation sector offers more or less perfect conditions for econometric analyses of its production technology, given its homogeneous output measures. However, two issues relating to the nature of electric power generation have to be addressed if an aggregate fuel demand approach is to be applied. First, given the high capital intensity of the generation sector, the distinction between long- and short-run fuel substitution possibilities is important. Second, the difference between peak load and base-load power will also have important implications for production costs and thus for fuel choices. This section deals with these two issues in turn.

Electricity production is often assumed to be a so-called putty-clay technology. In principle, this means that ex ante, i.e. prior to the construction of the plant, there is clearly the possibility for substitution between all factors of production (including all fuel inputs). However, once the plant’s design is fixed in terms of a specific capital equipment, the scope for substitution is substantially reduced. In other words, ex post the elasticity of substitution might be very low or even zero. Since it is common to assume that no interfuel substitution can occur in existing power plants we must consider under which circumstances such substitution actually can take place.6

First, some electric utilities are able to use a variety of fuels and switch between them, which gives some short-run flexibility. In dual- or multi-fuel fired plants switching can occur within a day if the alternative fuel is available and no major

---


(CCGT). This paper does not deal explicitly with this development, primarily since an analysis of CCGT growth implies a long-run focus (i.e. a capacity choice analysis), and this paper concentrates on short-run fuel behavior only.2

The paper proceeds as follows. In the next section we discuss the possibilities for and the limits to short-run (ex post) interfuel substitution in west European electricity generation. The impacts of system load factor changes on fuel choice, and how these effects can be estimated, are also considered. Section 3 presents the theoretical structure of the restricted translog model employed in this paper, and in Section 4 we review model estimation and data issues. The empirical results are reported and discussed in Section 5, while Section 6 provides some concluding remarks.

---

2 A CCGT-related short-run issue is, however, that most planned CCGTs tend to be single-fired (UNIPEDE, 1997), and this has raised some concerns about security of gas supply in west Europe (IEA, 1995).

6 Fuss (1978) concludes that the hypothesis of the existence of a putty-clay technology cannot be rejected for the electric power industry in the USA. However, he only employs input demand functions for structures, equipment, fuel (treated as an aggregate) and labor. Thus, no test of ex post interfuel substitution is undertaken.
modifications of the unit are needed; otherwise it may take weeks or months. The amount of multi-fuel capacity differs considerably between west European countries but has remained very high in some, and increased in others. Out of a 52 GW net increase in west Europe’s thermal capacity between 1974 and 1990, 43 GW (83%) was dual- or multi-fuel fired (IEA, annual). Second, there is also the flexibility permitted by variations in the use of single-fired capacity. A firm generally owns several generating plants and units, which may burn different fuels. Since different units are brought on-line according to their short-run variable costs of production, changes in fossil fuel prices can change the merit order of plants using different fuels, thereby affecting the fuel mix in the short run. Similarly, integrated power pools make possible further interfuel substitution through reallocations of generation requirements between firms using different fuels. Third, some conversions of electric plants are relatively straightforward and inexpensive. An oil-fired plant that is converted to burn gas, or a coal to oil/gas conversion are examples of this. Accordingly, in response to the oil crises in the 1970s, many west European utilities converted their oil-fired plants to be able to burn gas or oil/gas (Söderholm, 1998a). The reversal, conversion from oil or gas to coal-firing, however, requires expensive investments and is therefore to be regarded as an intermediate-term response (IEA, 1987). For example, the conversion of an oil-fired plant to coal normally removes the plant from service for 1.5–2 years and costs approximately US$200 million for a 500 MW plant (Daniel, 1991; IEA, 1992). The installation of coal handling facilities and new pollution control equipment explain these high costs. Similarly, because of the need for a larger boiler box and the necessity to provide storage and fuel handling system, gas to oil retrofits are also relatively costly and time-consuming (IEA, 1997). The above thus suggests that particularly the potential for short-run oil/gas and coal/gas substitution can be significant due to conversions of existing capacity.

Hence, even if the ex ante fuel substitution possibilities are greater, there are still reasons why ex post interfuel substitution might be important in the electricity industry. However, the opportunities to switch fuels in the three ways just described can be limited. The physical availability of fuels might be restricted for various reasons or switching fuels might lead to a violation of the legal emission limits. Moreover, fuel switching can also be constrained when long-term contracts are in force. However, the existence of long-term contracts is not a necessary condition for short-term fuel switching not to occur. For example, in the mid-1980s Austria invested in two coal/gas-fired units with a combined capacity of 725 MW. These units operate with a long-term contract for Polish hard coal, and the strategy

---

7 In some coal-fired plants, it is also possible to add oil to the pulverised coal input. This was the method used during the British coal strike in 1984/1985 when coal supply was limited (IEA, 1992).
8 This was in spite of an EC Directive that restricted the use of gas in power generation from 1975 to 1990. However, this Directive limited gas use only in new power plants, but conversion to gas in existing plants was still allowed and as noted also relatively cheap.
has been to burn gas when found cheaper and therefore occasionally stock coal (Baum, 1988). In addition, utilities with dual-fired plants and long-term contracts for one fuel, can switch fuels and take advantage of the difference between the contract price and the spot price. For example, if the spot price for gas increases relative to the contract price, a dual-fired oil/gas plant that burns gas under a long-term contract can switch to oil and instead sell gas on the spot market for gas.

In sum the above fuel switching options reflect merely the technical capability for fuel switching rather than the likelihood that the industry will actually switch to an alternate fuel for economic reasons. The degree of price-induced ex post interfuel substitution therefore remains an empirical question.

We now turn to the important distinction between peak load and base load power, and its impacts on fuel choice. Since electricity cannot be (economically) stored, grid operators must match supply and demand at any given moment. As a result, any electricity system must provide both power (GW), an instantaneous rate of output, as well as energy (GWh), which can be thought of as the cumulative output over time. This means that the distinction between peak load and base load becomes of substantial interest for fuel choice analyses. Since some types of plants provide cheap peak load power and others cheap base load power, the cost of generation and in turn the fuel mix will depend on the level of utilization of the electric power system.

Traditionally empirical studies have concentrated on the energy dimension, i.e. they solely rely on GWh as the measure of output. Stewart (1979) is one of a few exceptions. He examines the effects of plant size and plant utilization factor on the average cost of electric power generation. For the reason mentioned he finds it appropriate to abstain from the neoclassical framework and instead employ an engineering production function approach which allows for the two dimensions of output. However, in this study we instead simply include a measure of the system load factor as an independent variable in the cost function. This approach permits us to cling to the neoclassical approach with all its advantages and still be able to capture the effect of multidimensional output on fossil fuel choice. A similar line is taken in Lomax (1952), Huettner and Landon (1978), Rushdi (1991), Filippini (1997). It should, however, be noted that these studies solely investigate the impact of load factor improvements on generation costs; none of them focuses on the effects on the fuel mix.

The annual system load factor \( LF \) is the ratio of the total generation during a year to the energy, which would have been produced, had the power remained constant at its peak value for the entire period, i.e. the average power divided by

\( \text{Since the contract price is often indexed to spot market prices with some time lag, these kinds of price differences do not normally last long. Hence, the ability to switch quickly becomes important.} \)

\( \text{Stewart (1979) also allows for non-homogenous capital, in the sense that both the size and the efficiency of the generating units are accounted for in his cost function.} \)
the peak power.\textsuperscript{11} It can thus be expressed as:

\[
LF = \frac{Q}{8760PL}
\]  

where \( LF \) is the annual system load factor, \( Q \) is the total generation (in GWh) of electric power during the year, and \( PL \) denotes annual peak load (in GW). We would expect that an increase in the system load factor from one year to another should have a positive effect on the cost share for (primarily) base loaded fossil fuels, i.e. preferably coal. That is, when the load factor increases it means there is less need for peaking power and consequently base loaded power would be more fully utilized. Gas, on the other hand, and oil in particular are both heavily used for peak load and their cost shares ought to be negatively affected by an increase in the system load factor.\textsuperscript{12} Alternatively, an increase in peak load (\( PL \)), i.e. a fall in \( LF \), causes cost share increases for primarily peak-loaded fuels. The empirical assessment of these hypotheses follows in Section 5, but first Sections 3 and 4 outline the methodological approach of the paper.

3. The restricted translog model

In this paper we basically follow the Marshallian tradition and assume the existence of a short-run (restricted) cost function, in which the capital input is fixed at a level other than its full-equilibrium value. In other words, we presume that fossil fueled power production technology can be represented by the following general variable cost function;

\[
VC = VC(P_E(P_C, P_O, P_G), K, P_L, P_M, Q, LF, t)
\]

where \( VC \) is the variable cost of producing fossil fueled electricity. \( P_C, P_O, P_G \) and \( P_M \) are the input prices of the respective factor inputs; coal, oil, gas, labor and material inputs. \( P_E \) is thus a function that aggregates the different fossil fuel prices, that is an aggregate price index of energy inputs. The input prices are assumed to be exogenously determined, i.e. we assume competitive factor markets. The effects of technical changes are denoted by a time trend, \( t \), and \( LF \) represents the system load factor. \( Q \) and \( K \) denote fossil-fueled electricity output and power generating capacities, respectively. Thus, in this short-run formulation the capital stock, \( K \), is accounted for but changes in it are not explained.

\textsuperscript{11}The load factor should not be confused with the capacity factor, which relates the energy generated by a system over a period of time to the energy generated had the system operated continually at its maximum capacity during the same period.

\textsuperscript{12}The recent increase in gas-fired CCGT has partly changed this picture, as these tend to be used for base-load as well. Still, overall during the period under study (1984–1994), gas has primarily been used for peak load purposes.
Due to lack of reliable labor and material price data it is assumed that energy and capital inputs are as a group weakly separable from labor and material inputs. Essentially this means that, given fixed capital, the mix of fossil fuel inputs is assumed to be independent of the non-energy inputs (labor and material). The weak separability assumption allows us to analyze a separate cost function for the energy and capital inputs alone. We assume that the conditions hold for the existence of an optimum cost function \( VC_E \) for fossil-fueled electricity production of the following general form;

\[
VC_E = VC_E(P_C, P_O, P_G, K, Q, LF, t) \tag{3}
\]

For estimation purposes we are also interested in the cost-minimizing factor cost shares \( S_i \). These can be derived by differentiating Eq. (3) logarithmically with respect to the fossil fuel prices, and by applying Shephard’s lemma. This yields the following general cost share equations;

\[
S_i = \frac{\partial \ln VC_E}{\partial \ln P_i} = \frac{\partial VC_E}{\partial P_i} \frac{P_i}{VC_E} = \frac{P_i E_i}{VC_E} \quad \text{for} \quad i = C, O, G \tag{4}
\]

where \( E_i \) represents power generation use of the \( i \)th fuel. Before these cost share equations can be estimated we have to specify the cost function. The translog cost function was proposed by Christensen et al. (1971, 1973) and differs from earlier representations of producer behavior in that it allows substitution between input factors to be unrestricted. It is obtained by a second-order Taylor expansion of the logarithm of an arbitrary twice-differentiable cost function and can for our purposes be written as;

\[
\ln VC_E = \alpha_0 + \beta_Q \ln Q + \sum_{i=1}^{3} \alpha_i \ln P_i + \frac{1}{2} \beta_{QQ} (\ln Q)^2 + \frac{1}{2} \sum_{i=1}^{3} \sum_{j=1}^{3} \alpha_{ij} \ln P_i \ln P_j \\
+ \sum_{i=1}^{3} \beta_{Q} \ln Q \ln P_i + \delta_i t + \frac{1}{2} \delta_{ii} t^2 + \delta_{it} t \ln Q + \sum_{i=1}^{3} \delta_i t \ln P_i \\
+ \frac{1}{2} \beta_{K} (\ln K)^2 + \beta_{K} \ln K + \delta_{QK} \ln Q \ln K + \sum_{i=1}^{3} \beta_{Ki} \ln K \ln P_i + \delta_{it} t \ln K \\
+ \beta_{LF} \ln LF + \frac{1}{2} \delta_{LFLF} \ln LF + \sum_{i=1}^{3} \delta_{LFI} \ln LF \ln P_i + \delta_{LFO} \ln LF \ln Q \\
+ \delta_{LFK} \ln LF + \delta_{LFK} \ln LF \ln K \tag{5}
\]

Differentiating Eq. (5) logarithmically and applying Shephard’s lemma yields
three fuel cost share equations as linear functions of the logarithms of the fuel prices and the other independent variables so that:

\[ S_i = \alpha_i + \beta_Q \ln Q + \beta_K \ln K + \sum_{j=1}^{3} \alpha_j \ln P_j + \delta_{LF} \ln LF + \delta_t t \]

for \( i,j = C,O,G \) (6)

The cost share equations in Eq. (6) form the basis of the empirical investigation, and they allow us not only to estimate the degree of price-induced fuel substitution, but also to test two interesting hypotheses with regard to the electricity production technology. First, we can test whether changes in the system load factor \( LF \) tend to have fuel using or fuel saving effects. Following the discussion in Section 2, a priori we would expect that:

\[ \delta_{LF,C} > 0 \quad \delta_{LF,O} < 0 \quad \delta_{LF,G} < 0 \] (7)

We also estimate a constrained version of the translog fuel demand system, i.e. a model in which \( \delta_{LF,t} = 0 \). This permits us to perform a likelihood ratio test of the null hypothesis that the system load factor has no significant effect on overall fossil fuel demand. Second, since the parameters \( \delta_t \), also appear in the cost share equations we are able to analyze in what way technical change affects fossil fuel choice. A positive (negative) value of \( \delta_t \) indicates that technical changes over time have been fuel using (saving). Traditionally economists have employed a simple time trend to represent technical developments over the sample period. Although it is difficult to determine what it actually represents, the time trend tends to play an important role in determining factor demand patterns in the power sector (e.g. Nelson, 1986). This study follows Matsukawa et al. (1993) who assume that the effects of technical changes on interfuel substitution may be interpreted as the cumulative effect of fuel-switching promotional policies on fossil fuels,' (p. 44). These policies include, for example, tax deductions and favorable loans for utilities converting old oil-fired plants to coal burning. Of course, other impacts are also caught by the time trend and ultimately it is difficult to resolve exactly what the coefficients show. Still, it is reasonable to expect that the time trend in our case has been oil saving and coal using in response to the oil crises in the 1970s. The time trend effect on gas use, however, is harder to project. In the mid-1980s gas was still seen as a very scarce resource that should not be ‘wasted’ for power generation purposes. However, in the late 1980s technical changes in the design and performance of the CCGT, and a more relaxed attitude towards depletion issues led to a substantial increase in gas use. This trend was (at least in the UK) reinforced by the decision to deregulate electricity markets. Thus, the average effect of the time trend on gas use in power generation remains an empirical question, which is pursued in Section 5.

Several restrictions must be satisfied in order for the translog model to represent a well-behaved cost function. The following parameter restrictions are imposed
since the fuel cost shares must add to one and the cost function must be homogenous of degree one\(^{13}\) in prices;

\[
\begin{array}{c}
\sum_{i=1}^{3} \alpha_i = 1 \\
\sum_{i=1}^{3} \alpha_{ij} = \sum_{j=1}^{3} \alpha_{ji} = \sum_{i=1}^{3} \beta_{Q_i} = \sum_{i=1}^{3} \beta_{K_i} = \sum_{i=1}^{3} \delta_{i,F_i} = \sum_{i=1}^{3} \delta_{ij} = 0
\end{array}
\]  

(8)

In addition, partial differentiation of Eq. (5) with respect to prices reveals the symmetry condition \(\alpha_{ij} = \alpha_{ji}\). Finally, when using aggregate data it is common to assume constant returns to scale (CRS) since it reduces the problem of multicollinearity. Brown and Christensen (1981) show that CRS requires that the following restrictions on the share equations be imposed;\(^{14}\)

\[
\beta_{Q_i} + \beta_{K_i} = 0
\]  

(9)

To obtain a measure of the degree of interfuel substitution we calculate the cross-price elasticities of fuel demand. Following Uzawa (1962), Berndt and Wood (1975) show that, for the translog model, the cross- and own-price elasticities (\(\eta_{ij}\) and \(\eta_i\)) are relatively simple to compute once the parameters in Eq. (6) have been estimated. We have;

\[
\eta_{ij} = \frac{\alpha_{ij} + S_i S_j}{S_i}, i \neq j \quad \text{and} \quad \eta_i = \frac{\alpha_i + S_i^2 - S_i}{S_i} \quad \text{for} \quad i,j = C, O, G
\]  

(10)

These own- and cross-price elasticities will differ at every data point, and normally they are computed at the means of the data sample (assuming that this value is on the regression line). It is important to note that these elasticities are only partial price elasticities, i.e. they account for the substitution between the fossil fuels under the constraint that the aggregate quantity of fossil fuels consumed remains constant. Also, the short-run elasticities are valid only for the levels of capital at which they are evaluated, and they do not provide any information about the substitution between capital equipment and the different fossil fuels. Still, they allow us to estimate the degree of short-run interfuel substitution in fossil-fueled power plants in west Europe, and as was discussed above, within the proposed cost share model we can also analyze the impact of system load factors on fossil fuel choice.

\(^{13}\)That is, variable cost must increase proportionally when all fuel prices increase proportionally, output held fixed. The concavity and monotonicity conditions of the cost model are not imposed, but are instead checked by examining the estimated parameters of the model.

\(^{14}\)The additional conditions for CRS that have to be imposed on the translog cost function are reviewed in Brown and Christensen (1981). In contrast to nuclear power, a number of empirical studies have confirmed that constant returns to scale is a reasonable assumption in the case of fossil-fueled power generation (e.g. Kamerschen and Thompson, 1993).
4. Model estimation and data issues

In this paper the translog cost share model is estimated by pooling time-series data across six west European countries, Belgium, Ireland, Italy, Netherlands, Spain and the United Kingdom. For these countries annual time-series data between 1984 and 1994 have been collected. This gives us a total sample of 66 observations.

The data needed to estimate the model include fossil fueled electricity production, installed thermal power capacity, fossil fuel use for electricity production, estimates of the system load factors and the relevant prices for the three fossil fuels. How these variables have been calculated, where they have been collected and other related data issues are reviewed in Appendix A. Apart from the variables mentioned above, a dummy variable \( D_{ST} \) and the corresponding coefficients \( \gamma_{ST} \) have been included in the share equations to capture the effects of the UK coal strike in 1984/1985, during which the British electricity sector had to substitute oil for coal.

In order to implement the translog fuel demand system empirically we need to specify the stochastic framework. We desire a specification, which recognizes that variables not observed by the econometrician still enter the different countries’ cost minimizing behavior. Specifically, here an additive disturbance term \( \epsilon_{itn} \) is appended to each of the three cost share equations (where \( t \) and \( n \) represent an index over the country-time observations). Furthermore, we assume that each error term can be decomposed into three elements so that:

\[
e_{itn} = \alpha_{in} + \mu_{it} + \varphi_{itn}
\]  

where \( \alpha_{in} \) is a country-specific error, \( \mu_{it} \), represents *intra*-equation *inter*-temporal effects by following a first-order autoregressive process (but it exhibits no error autocorrelation across equations), and finally \( \varphi_{itn} \), which is a term that may be contemporaneously correlated across equations. The country-specific errors may be interpreted as unobserved fundamental differences among the electricity systems in the six countries (that still influence the countries’ fuel choices). We assume that these differences are fixed over time for a given country, and consequently we are able to eliminate the country-specific disturbance component by introducing dummy variables for each country. Thus, the following terms are appended to each cost share equation;

\[
\sum_{n=1}^{5} \gamma_{in} D_{n} \quad \text{where} \quad D_{n} = 1 \text{ for country } n \text{ and } 0 \text{ otherwise}
\]  

This approach is normally referred to as the fixed-effects model, and it overcomes the bias of the estimation results that can occur in the presence of unobserved country’s effects that are correlated with the regressors (e.g. Friedlander et al., 1993). In addition, since cross-country data tend to reflect long-run responses, the removal of all cross-country variance (and the reliance on within-
country variance) fits well with our purpose of only estimating short-run responses. Since cross-equation contemporaneous correlation of the $\varphi_{it}$ terms is expected we assume that the resulting disturbance vector is multivariate normally distributed with mean vector zero and constant (non-singular) covariance matrix $\Omega_{nt}$.

The system of share equations in Eq. (6) provide two seemingly unrelated regression models that can be used to estimate the parameters of the model. The restrictions suggested by economic theory must also be imposed to obtain efficient estimates of parameters and elasticities. Furthermore, the estimation of a full model, all three fuel share equations, would result in the disturbance covariance matrix to be singular, thereby violating a necessary condition in the theory of econometrics. To avoid this problem one of the fuel share equations can be dropped without loss of generality. Since the system of equations was estimated by the method of maximum likelihood (using the Time Series Processor (TSP) computer program) the results are invariant to the choice of equation to be dropped (Berndt, 1991).

5. Empirical results and discussion

Parameter estimates and the corresponding $t$-statistics for the constrained ($RR$), i.e. where $\delta_{i,F_i} = 0$, and the unconstrained ($UR$) model are provided in Table 1. Conventional $R^2$ measures for all the cost share equations in both models are slightly above 0.90. The oil and coal share coefficients representing the UK coal strike and the time trend have the expected signs (and are also statistically significant at the 5% level) in both models. In other words, public policies directed towards the power sector appear to have been oil saving and coal using, while the UK coal strike in 1984/1985 favored oil instead of coal burning. These results are in line with our expectations. The time trend effect on gas demand is, however, low and insignificant. The size of the capital stock is also a notable determinant of fuel cost shares, a result that should be expected given the high capital intensity of the electric power sector.

Before proceeding with the analysis it is necessary to establish whether the estimated short-run translog system is well behaved or not. Monotonicity was checked by determining if the fitted values of the fuel cost shares were positive. The check of these showed that, except for one case (of a possible 198), the translog form generated positive cost shares. Furthermore, concavity in input prices requires that the Hessian is negative semi-definite, and this was checked by examining the signs of the principal minors at each observation. It turned out that only one-third (22 out of 66) of the observations were well behaved. Thus, with regard to concavity the translog fuel demand system was not particularly consistent with its theoretical restrictions.

---

15 It should be noted that even after the oil price collapse in 1986, the suspicion towards oil, and in particular towards oil use in base-load power, remained strong among the OECD countries (IEA, 1997).
Table 1
Parameter estimates for the constrained and the unconstrained translog model

<table>
<thead>
<tr>
<th>Parameters</th>
<th>RR-model</th>
<th>UR-model</th>
<th>Parameters</th>
<th>RR-model</th>
<th>UR-model</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_C$</td>
<td>$6DV^b$</td>
<td>$6DV^b$</td>
<td>$\beta_{QC}$</td>
<td>$-0.216$</td>
<td>$-0.228$</td>
</tr>
<tr>
<td>$\alpha_O$</td>
<td>$6DV^b$</td>
<td>$6DV^b$</td>
<td>$\beta_{OO}$</td>
<td>$0.016$</td>
<td>$-0.013$</td>
</tr>
<tr>
<td>$\alpha_G$</td>
<td>$6DV^b$</td>
<td>$6DV^b$</td>
<td>$\beta_{GG}$</td>
<td>$0.251$</td>
<td>$0.241$</td>
</tr>
<tr>
<td>$\gamma_{ST}$</td>
<td>$-0.216$</td>
<td>$-0.170$</td>
<td>$\beta_{KC}$</td>
<td>$0.267$</td>
<td>$0.228$</td>
</tr>
<tr>
<td>$\gamma_{OST}$</td>
<td>$0.264$</td>
<td>$0.253$</td>
<td>$\beta_{KO}$</td>
<td>$-0.016$</td>
<td>$0.013$</td>
</tr>
<tr>
<td>$\gamma_{GST}$</td>
<td>$-0.048$</td>
<td>$-0.063$</td>
<td>$\beta_{KG}$</td>
<td>$-0.251$</td>
<td>$-0.241$</td>
</tr>
<tr>
<td>$\gamma_{CC}$</td>
<td>$0.100$</td>
<td>$0.126$</td>
<td>$\delta_{IC}$</td>
<td>$0.012$</td>
<td>$0.011$</td>
</tr>
<tr>
<td>$\gamma_{CO}$</td>
<td>$-0.057$</td>
<td>$-0.073$</td>
<td>$\delta_{IO}$</td>
<td>$-0.009$</td>
<td>$-0.008$</td>
</tr>
<tr>
<td>$\gamma_{CG}$</td>
<td>$0.140$</td>
<td>$0.166$</td>
<td>$\delta_{IG}$</td>
<td>$0.003$</td>
<td>$-0.003$</td>
</tr>
<tr>
<td>$\gamma_{GG}$</td>
<td>$0.098$</td>
<td>$0.106$</td>
<td>$\delta_{I}^{2}$</td>
<td>$0.0129$</td>
<td>$0.765$</td>
</tr>
<tr>
<td>$\gamma_{OO}$</td>
<td>$0.065$</td>
<td>$0.065$</td>
<td>$\delta_{LFC}$</td>
<td>$-0.249$</td>
<td>$0.649$</td>
</tr>
<tr>
<td>$\gamma_{OG}$</td>
<td>$0.008$</td>
<td>$0.008$</td>
<td>$\delta_{LEO}$</td>
<td>$-0.253$</td>
<td>$-0.288$</td>
</tr>
<tr>
<td>$\gamma_{GG}$</td>
<td>$0.051$</td>
<td>$0.046$</td>
<td>$\delta_{LFG}$</td>
<td>$-0.253$</td>
<td>$-0.253$</td>
</tr>
</tbody>
</table>

$^a$Absolute values of $t$-statistics in parentheses.
$^b$6DV indicates the use of separate dummy intercept variables for each country. Specifically, there is a value $\alpha_i$ for a base country and then $\gamma_{ij}$, for the other $N-1$ countries.

In Table 2 the partial fossil fuel price elasticities for the unrestricted model are presented. All elasticity estimates have been calculated at the mean value of the fitted cost shares over the period 1984–1994. Some observations relating to the economics of fuel choice are worth commenting on.

First, in general we would expect the own-price elasticities of fuel demand to be non-positive, and the cross-price elasticities to be non-negative (the latter since the three fuels ought to be substitutes). This is true for a majority of the estimates (43 out of a total of 54). The most severe deficiency of the model is that three of the

---

$^{16}$The own- and cross-price elasticities differed marginally in the unconstrained model compared to the constrained. The only apparent exception from this was that oil demand tended to be even more sensitive to gas price changes in the constrained model.

$^{17}$Elasticity estimates in translog models are non-linear functions of the estimated parameters and cost shares, and this makes it difficult to obtain reliable estimates of the standard errors. Furthermore, the usefulness of linear approximation techniques is often very limited (e.g. Krinsky and Robb, 1986). For the above reasons, following many past studies, we do not report standard errors for the partial elasticities.
Table 2
Partial short-run fossil fuel price elasticities for the unconstrained translog fuel demand system

<table>
<thead>
<tr>
<th></th>
<th>Belgium</th>
<th>Ireland</th>
<th>Italy</th>
<th>Netherlands</th>
<th>Spain</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td>\eta_{CC}</td>
<td>-0.17</td>
<td>-0.29</td>
<td>0.03</td>
<td>-0.26</td>
<td>-0.09</td>
<td>-0.05</td>
</tr>
<tr>
<td>\eta_{CO}</td>
<td>0.00</td>
<td>0.05</td>
<td>0.15</td>
<td>-0.21</td>
<td>0.12</td>
<td>0.05</td>
</tr>
<tr>
<td>\eta_{CG}</td>
<td>0.17</td>
<td>0.24</td>
<td>-0.18</td>
<td>0.47</td>
<td>-0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>\eta_{GG}</td>
<td>-0.56</td>
<td>-0.49</td>
<td>-0.57</td>
<td>-0.26</td>
<td>0.06</td>
<td>-0.01</td>
</tr>
<tr>
<td>\eta_{OC}</td>
<td>0.43</td>
<td>0.21</td>
<td>-0.13</td>
<td>0.19</td>
<td>-0.45</td>
<td>-0.32</td>
</tr>
<tr>
<td>\eta_{OG}</td>
<td>0.13</td>
<td>0.28</td>
<td>0.70</td>
<td>0.07</td>
<td>0.39</td>
<td>0.35</td>
</tr>
<tr>
<td>\eta_{GO}</td>
<td>-0.27</td>
<td>-0.49</td>
<td>-0.24</td>
<td>0.12</td>
<td>-0.48</td>
<td>-0.44</td>
</tr>
<tr>
<td>\eta_{OC}</td>
<td>-0.07</td>
<td>0.06</td>
<td>0.03</td>
<td>-0.92</td>
<td>0.40</td>
<td>0.34</td>
</tr>
<tr>
<td>\eta_{OG}</td>
<td>0.34</td>
<td>0.43</td>
<td>0.21</td>
<td>0.80</td>
<td>0.08</td>
<td>0.10</td>
</tr>
</tbody>
</table>

*The estimates that are in italics are those which have unexpected signs.

own-price elasticities are positive (reflecting the failure of the cost function to be concave in prices).

Second, in the short-run it is likely that the base-loaded (large cost share) fuel will exhibit a relatively low own-price elasticity of demand, while the peaking fuels will be more price sensitive (Bopp and Costello, 1990). This is a pattern that is found in Table 2. Coal is generally the large cost share fuel in most countries [except in Italy (oil) and the Netherlands (gas)], and the own-price elasticities for coal are also comparably low.18

Third, Table 2 also reveals some evidence of price-induced interfuel substitution between fossil fuels used for power generation, especially between the peaking fuels; oil and gas. For example, a 1% rise in the price of gas increases oil demand by 0.8% in the Netherlands, and by more than 0.4% in Ireland. Indeed, overall the substitution between oil and gas tends to be highest relative to the other fuel combinations. The fairly high cross-price effects between coal and gas are also worth noting.19

A high share of capacity capable of switching between oil and gas partly explains this latter result. In 1990, for example, the average share of total thermal capacity that was capable of switching between oil and gas was 22% (IEA, annual). The corresponding shares for coal/oil- and coal/gas-firing were 15 and 9%, respec-

---

18Söderholm (1999) shows that, in a translog model, this result is not predetermined by the way the elasticities are calculated. However, the fact that for a specific country, it is a change in the price of the base-loaded fuel that causes the largest substitution with one of that country's peaking fuels (e.g. \( \eta_{CO} < \eta_{OC} \)), is a pure outcome of the theoretical structure, and can easily be seen by examining the cross-price elasticities in Eq. (10).

19It ought to be noted that the simple method of including dummy intercept variables for each country in the cost share equations, means that differences in price elasticities between countries exist only because their respective fuel cost shares differ. A comparison of the size of the elasticities between countries will therefore not be very informative. A comparison between different responses over all countries is however useful.
tively. There are, though, two other, equally important, rationalizations for the high oil/gas responses. First, in contrast to coal, both oil and gas are heavily used for peak power production, thus increasing the possibility that changing fuel prices induces substitution between single-fueled oil- and gas-fired power plants. In addition, the relatively high oil/gas elasticities are also explained by the fact that conversions of oil-fired plants to be able to burn gas or oil/gas, often are inexpensive and can be done within a relatively short time period. Following the oil crises in the 1970s, rather than building new coal-fired plants many west European electric utilities took advantage of this opportunity (Söderholm, 1998a). Similarly, some of the observed substitution between coal and gas is probably due to some utilities converting their coal-fired plants to burn gas as well. This, however, has mainly occurred in the latter parts of the period in response to lower gas prices, and also for environmental reasons. Austria provides one example. In sum, the restricted translog model tends to generate both reasonable and notable short-run responses in fossil fuel demand to changes in relative fuel prices. We now proceed to analyze the impact of system load factors on fossil fuel choices.

The coefficients in Table 1 representing the effects of changes in the system load factor \( (\delta_{LF}) \) support our presumption that increases in the system load factor have coal using and oil saving effects. The high \( t \)-ratios indicate that these two coefficients are also statistically significantly different from zero. The effect on gas demand is negative but, however, not significant. This latter result might reflect the fact that gas to some extent at least in the 1990s is used both for peak power and base load power, something that is not the case for coal and oil. Furthermore, the result of the likelihood ratio test, reported in Table 3, indicates a rejection of the null hypothesis that the system load factor has had no effect on overall fossil fuel choice.

The conformity between our initial hypotheses and the empirical results is worth emphasizing and even appears somewhat surprising, especially since our use of dummy variables in the share equations eliminates all between-country variance (and the estimates are based solely on within-country variances). Furthermore, variations in fuel choice that can be attributed to changes in the load are probably

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Test statistic for likelihood ratio test</th>
<th>Critical value(\alpha)</th>
<th>Critical value(\alpha/2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_{LF} = 0 )</td>
<td>8.5</td>
<td>6.0</td>
<td>7.4</td>
</tr>
</tbody>
</table>

\( \alpha \)The likelihood ratio test statistic is distributed asymptotically as a \( \chi^2 \) random variable with degrees of freedom equal to the number of restrictions being tested. Since the three \( LF \)-parameters sum to zero, only two of them are independent. Thus, effectively we test for two restrictions and the degrees of freedom have been computed accordingly.

\( ^{20} \)These figures include capacity that can switch between all three fossil fuels.
Table 4
System load factor elasticity of fuel cost shares

<table>
<thead>
<tr>
<th></th>
<th>Belgium</th>
<th>Ireland</th>
<th>Italy</th>
<th>Netherlands</th>
<th>Spain</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_{CLF}$</td>
<td>1.02</td>
<td>1.90</td>
<td>4.54</td>
<td>2.38</td>
<td>0.88</td>
<td>0.83</td>
</tr>
<tr>
<td>$\varepsilon_{OLF}$</td>
<td>-5.72</td>
<td>-2.26</td>
<td>-0.89</td>
<td>-9.66</td>
<td>-2.75</td>
<td>-3.61</td>
</tr>
<tr>
<td>$\varepsilon_{GLF}$</td>
<td>-0.23</td>
<td>-0.15</td>
<td>-0.31</td>
<td>-0.09</td>
<td>-1.33</td>
<td>-1.25</td>
</tr>
</tbody>
</table>

more clearly revealed in monthly time-series analysis. Nevertheless, our reliance on ‘crude’ annual data also appears to be sufficient to capture these load effects.

In summing up, increases in the system load factor tend to have statistically significant coal using and oil saving effects in the west European power sector, while the corresponding effect on gas use is somewhat indeterminate. However, the fact that the former effects are significant from a statistical point of view does not necessarily mean that they are economically important, i.e. that they are large enough to matter for policy purposes (McCloskey and Ziliak, 1996). To investigate whether this is the case, we can simulate the effect of load factor changes on fuel cost shares by differentiating Eq. (6) with respect to $LF$, and then construct the following elasticity formulas;

$$
\varepsilon_{iLF} = \frac{\delta S_i}{S_i} = \frac{\delta S_i}{\delta LF} \frac{LF}{S_i} \quad \text{for } i,j = C,O,G
$$

where $\varepsilon_{iLF}$ is the ‘system load factor elasticity of fuel cost share’, and shows the percentage change in the cost share of the $i$-th fuel as the system load factor increases by 1%. Table 4 presents these elasticities for our six countries. The average of the fitted cost shares for each country has been used to calculate the elasticity estimates in the table.

The estimated elasticities allow us to assess what are the fuel consequences of reducing peak load (and thus increasing the load factor) by, for example, implementing time of day or time of season pricing policies. For instance, a load management policy in Belgium that increases the system load factor from 0.71 (actual figure in 1995) to 0.75 (an increase by 6%) would increase coal’s cost share from 0.64 to approximately 0.68 (which, ceteris paribus, corresponds to approximately 0.27 Mtoe in increased coal use). Many west European countries have implemented plans or are considering policies to induce the shifting of loads from peak hours to less critical periods for the power system. Let us now consider the fossil fuel consequences of two ‘real world’ examples. First an evaluation of one part of the Irish load management policy. In Ireland peak demand occurs in December or January each year, and for industrial consumers so-called ‘maximum demand’ tariffs provide incentives to reduce demand during the winter. This policy is estimated to having reduced peak load by 0.15 GW, which (in 1995) corresponded to an increase in the system load factor of approximately 5% (UNIPED, 1997). Thus, with the help of our load factor elasticities in Table 4 we can conclude
that had the policy not been implemented, coal’s cost share would have been almost 10% lower (0.2 Mtoe), ceteris paribus. The corresponding effect on oil demand would have been an increase of approximately 11% (0.1 Mtoe). Our second example concerns Italy, where so-called ‘multi-hour tariffs’ were introduced in 1980 in order to shift loads away from peak hours. The results of this policy have according to UNIPEDE (1997, 67) been ‘remarkable’, and indicate an increase in the load factor from 0.65 to 0.68 (a near 5% increase). According to our estimates this policy has, ceteris paribus, increased the coal share in the country by over 20% (0.8 Mtoe), and lowered the share of oil by approximately 4% (0.9 Mtoe). This exercise however, assumes, that the observed increase in the load factor in Italy can be entirely attributed to the above policy.

Another, more general, caveat is also in its place here. An increase in the load factor will indeed raise the utilization of base-loaded power but this increase may very well benefit nuclear and/or hydropower instead. Thus, since our model essentially includes only one base-loaded power source, namely coal-fired electricity, our load factor elasticity probably overestimates the effect on coal demand. In sum then, the effects on fossil fuel choice from changes in the system load factors appear to be non-negligible but probably not very large. Still, this does not mean that future research efforts in the field of power generation economics should ignore the impacts from system load factors. We identify two facts that support this conclusion. First, in many west European countries planned load management policies tend to be very ambitious compared to earlier efforts, something that in some countries can result in significant increases in the system load factor. Second, failing to incorporate estimates of the load factor in the cost function (and in the fuel demand equations) as a testable hypothesis is not a neutral position, but rather represents a specific assumption, which, if incorrect, may bias the estimates.  

6. Concluding remarks

This paper has presented a framework within which interfuel substitution in existing fossil fueled power plants can be estimated, and that allows the impact of system load factors on fuel choices to be analyzed. The following general conclusions can be drawn.

Our short-run translog model reveals some sensible results about the economics of ex post fossil fuel choice. The results are, for example, consistent with the notion that short-run fuel substitution primarily occurs (1) in multi-fuel fired plants; (2) by switching load between different single-fuel fired plants and; (3) by the conversion of electric plants to be able to burn alternate fuels as well. Notable evidence of

---

21 In econometric terms, if an independent variable whose true regression coefficient is non-zero is excluded from a model, the estimated values of all regression coefficients will be biased unless the excluded variable is uncorrelated with every included variable.
interfuel substitution is found, especially between oil and gas but also between the other fuel combinations. This high flexibility in the west European power sector has most likely emanated during the last 20 years. Over this period the prospects for reactivating large-scale projects have become limited, and as a result refurbishing as well as conversions of plants to new fuels, soared in the 1980s. Uncertainty about future fuel prices, few technical improvements in new plants, siting problems and stringent environmental regulations for new plants explain this development.

Short-term fuel switching enables power generators to exploit price differentials in fuel prices. As a consequence, fuel suppliers face a ceiling on their fuel prices charged, and the prospects for exploiting any market power become limited. Since the existence of dual- and multi-fired plants limits price increases for everyone in the electric power system, this also benefits generators who have no short-run flexibility whatsoever. In addition, it is likely that the trend away from long-term contracts between fuel suppliers and utilities towards annual negotiations (and spot purchases) is partly a result of the increased flexibility in the power sector. Consequently, the production and investment decisions of many fuel suppliers will have to be based more and more on current and future market conditions rather than on ‘fixed’ negotiated prices. For this reason one can hypothesize that many fuel producers try to diversify their ‘consumer portfolio’. Since electric utilities far away from the well head or the mine site usually are marginal users that in turn are the most active fuel switchers, such diversifications will be particularly important for fuel suppliers that are located far away from the power generators. The economic incentives for fuel switching are likely to remain strong in the future as well. The trend towards increased deregulation and privatization will probably increase the value of fuel substitution. As competition between different electricity suppliers becomes fiercer, generators who can minimize costs and take advantage of short-term movements in fuel prices will gain.

Finally, the empirical investigation in this paper also indicates that the system load factor is a notable determinant of short-run fossil fuel choice in the west European power sector. Nevertheless, some simple simulations indicate that these effects, although statistically significant and noteworthy, are probably not very large overall. Still, the analysis in this paper suggests that load factor effects need not only be analyzed in bottom-up models, but can also easily be implemented in aggregate cost function approaches, and yield reasonable results as well. In other words, given the increased interest in load management policies during the last decade, future fuel demand models and forecasts ought to take load factor effects into account.

Our inability to capture country-specific effects in more detail (primarily due to data limitations), should also open the field for additional research.
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Appendix A

Fossil fuel prices \( (P_c, P_o, P_o) \) used in the study represent prices charged to electric utilities in the respective countries. The prices are in US$ per toe and include any taxes or subsidies charged. They have been collected from various issues of Energy Prices and Taxes (IEA, quarterly). For some years these data were not reported, and in those cases fuel prices were assumed to follow the same trend as the prices charged to the industrial sector as a whole. In those (rare) cases where these industry-wide data were lacking as well, prices were assumed to follow the average CIF import price to the country.

In Spain, however, for which data on coal prices from 1986 and onwards lack, the latter approximation would probably be inappropriate. Most of the coal burnt in Spanish electricity generation comes from domestic mines. Its price is determined by contractual negotiations between UNESA, the association of electric utilities, and Carbunión, the organization of the coal producing companies (IEA, 1996). However, the current contract (signed in 1986) applies a reference price for underground coal based on the average price of coal sold to utilities in the four most important member countries of the European Community. Open cast coal, on the other hand, is not subject to long-term contracts but its price is calculated as a percentage of the price of underground coal production (Couse, 1989). Accordingly, for our purposes coal prices for electricity generation in Spain between 1986 and 1994 have been assumed to follow the same trend as the average price charged to utilities in Belgium, France, Germany and the UK.

For the capital stock, the net maximum thermal electricity generating capacity \( (K) \) in gigawatt (GW) has been used. Data on this variable can be found in the United Nations publications Yearbook of World Energy Statistics (United Nations, annual a) and Annual Bulletin of Energy Statistics for Europe and North America (United Nations, annual b). For the early 1990s IEA’s Electricity Information has been used (IEA, annual). Fuel input quantities \( (E_c, E_o, E_o) \) have been measured in Mtoe and can be obtained from IEA’s Energy Balances of OECD Countries for the years 1978–1989 (IEA, 1991, 1993). For the remaining years the data for this variable were collected from Electricity Information (IEA, annual). Total fossil-fueled electricity generated \( (Q) \), measured in terrawatt hours (TWh), was used as the output variable. These data were collected from Energy Balances of OECD Countries 1991–1992 (IEA, 1994). Finally, estimates of the peak demand capacity have been collected from Europrog. Programmes and Prospects for the European
Electricity Sector (UNIPEDE, annual). Together with total (net) electricity production data these were used to calculate the system load factor (LF).
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