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Abstract

Decision makers often must pool probability estimates from multiple experts before making a choice. Such pooling sometimes improves accuracy and other times diagnosticity. This article uses a cognitive model of the judge and the decision maker’s classification of the information to explain why. Given a very weak model of the judge, the important factor is the degree to which their information bases are independent. The article also relates this work to other models in the literature. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Decision makers (DMs) often must pool judgments from multiple forecasts before making a choice. Consider the following examples: two medical specialists provide different estimates to an individual regarding the probability that a painful procedure will cure her ailment. Members of a panel of engineers give a product manager an assortment of probability estimates that a particular part will fail under stress. Various intelligence analysts give an army commander conflicting estimates regarding the probability of enemy attack. And, finally, when recommending an air quality standard, a government official must consider probability estimates from multiple experts that at least a given fraction of the population will suffer a particular health effect at a given dose of a pollutant.
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In cases such as these, DMs must combine the subjective judgments of other forecasters, presumably but not necessarily experts, prior to taking action. There is a vast literature on rational models for reconciling subjective probability estimates, as well as on the empirical consequences of different combination methods. Clemen (1989), Genest and Zidek (1986), and Wallsten et al. (1997) all provide reviews, while Cooke (1991) devotes a major share of his book to the topic.

To fix intuitions, assume that you have individual probability estimates for a large number of events. Consider two different calibration curves (i.e., graphs of the proportion of the true or correct forecasts as a function of the probability estimates). One is for the typical expert and the other is based on the mean of the experts’ estimates for each event. What relationship would you expect between the two calibration curves? And what factors, if any, would you expect to influence the relationship?

Fig. 1 (adapted from Wallsten et al., 1997) represents the results of two different studies. The left panel of the figure shows data from an experiment by Erev and Wallsten.

---

The issues that arise in reconciling multiple subjective judgments are a subset of those involved in combining information from disparate sources of various types, including historical data, model outputs, and others. A special committee of the U.S. National Research Council (1992) has focused attention on the magnitude, difficulty, and importance of the issues in this broader context.
(1993). Subjects observed computer displays from which they could infer relative frequency information about 36 distinct events (which among them had 26 different objective probabilities), and provided subjective probability estimates of those events. The right panel of the figure shows results from an experiment by Wallsten et al. (1993), where subjects gave numerical probability estimates that general knowledge statements were true.

The abscissa of each panel is divided into 11 categories centered at 0.025, 0.10, 0.20, . . . , 0.90, 0.975 containing the subjects’ probability estimates. The ordinate of each panel shows the relative frequencies of the events conditional on the estimates. The \( J = 1 \) curves show the average of the calibration curve for individual subjects. They are similar for both studies and show typical results for overconfident judges. The \( J \neq 1 \) curves are based on the mean estimates per event (panel A, \( J = 60 \)) or per statement (panel B, \( J = 21 \)). However, these calibration curves differ considerably. In panel A the relative frequencies for the mean estimates are much closer to the diagonal than are those based on individual estimates. Moreover, the overconfident judgments of individuals have changed to slightly underconfident group judgments. In panel B the relative frequencies for the mean estimates move away from the diagonal; the overconfident individual estimates here combine to form very underconfident, but diagnostic group judgments. Table 1 summarizes these results in the form of the decomposed Brier mean probability score, \( PS \), where \( CI \) and \( DI \) refer to the calibration index and discrimination index, respectively.\(^1\) In both cases, \( PS \) is improved (decreased) by averaging the estimates, but the contributions of \( CI \) and \( DI \) to this decrease are very different.

The purpose of this article is to explain results such as these by simultaneously considering two factors: (1) a cognitive model of the individual judge and (2) information conditions for the DM. The outline of the article is as follows. First we present a very general cognitive model of how the individual judge forms and

---

\[^1\]PS = \( \hat{d}(1 - \hat{d}) + CI - DI \), where \( \hat{d} \) is the overall proportion of true or correct events, \( CI \) is the mean squared deviation of the calibration curve from the diagonal, and \( DI \) is the variance of the points’ ordinate values. See Murphy (1973) and Yates (1982) for more detail.
communicates his or her estimates. Then we consider the kind of information on which the DM thinks the judges based their opinions. Next we present a mathematical framework to tie the cognitive and information components together. Then we use our approach to explain the results presented in the Introduction and discuss its further implications. Finally, we relate our model to current approaches to combining probabilities.

2. A cognitive model

We begin by considering properties of the experts’ judgments. Our basic assumption is that each expert’s probability estimate depends on two covert components: confidence and random variation. Individuals’ covert confidence depends on what they know and how they think about the events or statements in question. Cognitive theories differ on the nature of this thinking, but all agree that it results in a degree of confidence that we can represent as a latent variable. Random variation represents momentary fluctuations in the sequence of processes that begins with facing the question and ends with giving an estimate.

The covert confidence, $X_j$, perturbed by random variation, $E_j$, is transformed into an overt estimate, $R_j$, such that, for expert or judge $j$,

$$ R_j = h_j(X_j, E_j). $$

$R_j$ is a random variable in $(0,1)$; $X_j$ is either a continuous random variable taking on real values or a discrete random variable in $(0,1)$, depending on the specific assumptions that we make; and $E_j$ is a continuous random variable taking on real values. $h_j$ is a function increasing in both its arguments, which represents judge $j$’s mapping of randomly perturbed covert confidence into a response. The equation, a generalization of the model in Erev et al. (1994), represents an extremely weak model of the judge, in that it makes no commitment other than the monotonicity of $h$ as to how judges form their covert opinions or translate them into responses.

---

1. It is common in psychology to distinguish between an individual’s covert processing of information and the resulting overt response. For example, most research on detecting weak signals in noise assumes that an individual’s overt decision depends on an underlying perception relative to an internal response criterion (Green and Swets, 1966). Much judgment research distinguishes how individuals combine the multiple dimensions of a stimulus into covert opinions from how they map the results via a response function into overt expressions (e.g., Birnbaum, 1978).

2. It is immaterial for our purposes whether random variation arises while the judge is considering the available information and arriving at a degree of confidence or while he or she is converting that confidence into an overt expression. In many models of judgment, including the present one, the mathematical consequences are identical in the two cases. See Wallsten and González-Vallejo (1994) for additional discussion on this point.
3. Information conditions

The effect of averaging $R_j$ over $J$ judges depends on the inter-judge relationships among the $X_j$. These relationships may be estimable post hoc. However, a priori the DM must make assumptions about them. And appropriate assumptions for a given situation depend on the DM’s view of the judges’ information base, which, in turn, depends on his or her model of the event space. Two different information conditions can be distinguished:

1. The experts share the same source of information, e.g., when estimating a relative frequency, $p_i$, based on samples from a population. Generally, this situation occurs when events can be grouped into classes (or, at least the DM believes that to be the case), such that long-run relative frequency estimates of the events, $\hat{p}_i$, are constant in class $i$. We assume here that all judges have the same opinion, i.e., that $X_j = x^{(i)}$ for event $i$ and all $j$. (Judges may receive different samples from the information source, but recall from footnote 3 that our model allows us to absorb variability in arriving at a degree of confidence in the error term, $E_j$.)

2. The experts do not share the same source of information (or at least the DM believes that), e.g., when estimating the probability of a particular unique event such as the outcome of an election, based on distinct considerations. Here we assume that judges have different covert opinions, or more generally that the $X_j$ are not identically distributed. Now there is a range of cases, depending on the degree to which the judges’ covert opinions are conditionally dependent. At the one, probably rare, extreme the $X_j$ are conditionally independent, and at the other, probably common, extreme they are conditionally interdependent. Between the two endpoints are several levels of conditional dependence, of which we identify only conditional pairwise independence. Table 2 summarizes the classification of possible inter-judge relationships among the $X_j$ and suggests their association with the DM’s uncertainty about the kind of shared information.

As we will see in the next section it is a simple matter to derive essentially without additional assumptions the consequences of averaging multiple probability estimates or, more generally, of averaging monotonic increasing transformations of such estimates for Case 1. Under suitable assumptions, one can expect averaging to improve the calibration index, $CI$.

It is necessary, however, to add a few additional constraints to our model of the judge in order to make progress with the remaining cases in Table 2. Very weak ones suffice for Cases 2 and 3 when we assume that judges partition their covert confidence into a finite number of discrete categories. In this case, $X_j$ can be taken to represent the

---

Footnote: Presumably, if the DM’s view and the assumed relationship turn out, post hoc, to be wrong, the DM can update both. The important point here is that the assumptions depend on the DM’s understanding of the event space.
Table 2
Possible assumptions about inter-judge relationships among the $X_i$; and their association with the DM’s uncertainty about the kind of shared information

<table>
<thead>
<tr>
<th>DM assumes $X_i$ identically distributed</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of dependence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant for event $i$ Conditionally independent</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Conditionally pairwise independent</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Conditionally dependent</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

proportion of events judge $j$ assigns to the categories that are true. With a few assumptions, one can expect averaging to improve the discrimination index, $DI$. Case 4 is the most interesting and realistic case and awaits further work. Next, we present our results for Case 1 and then for Cases 2 and 3.

4. A mathematical framework

Throughout the following we consider the overt estimate and covert confidence of judge $j$ with respect to one particular event, say $i$. However, it becomes rather messy to include the event in the notation, e.g., Eq. (1) becomes $R_j^{(i)} = h_j(X_j^{(i)}, E_j)$. As no confusion will arise, we omit explicitly referencing the event. Further, to allow the DM to transform response scales, we introduce a function $f$ that may convert the overt responses, for example, from probability into log-odds. $f$ may be any continuous strictly increasing finitely bounded function.

4.1. Case 1

Our result in this case suggests that averaging multiple estimates (or their transformations) will improve their accuracy (depending on the response function, $h_j$).

Define

- $ER_j = (1/J) \sum_j E(f(R_j)), j = 1, \ldots, J$, as the average expected (transformed) response of $J$ judges to event $i$;
- $M_j = (1/J) \sum_j f(h_j(x_j, e_j)), j = 1, \ldots, J$ (with $e_j \in E_j$), as the observed mean (transformed) response of $J$ judges to event $i$.

For the model presented in Eq. (1) consider the following assumptions:

A1. For a given item $i$ the $x_j = x$ are constant for all judges $j$, $j = 1, \ldots, J$;
A2. $E_j, j = 1, \ldots, J$, are independent random variables with $E(E_j) = 0$ and $\sigma_j^2$;
A3. $f(R_j), j = 1, \ldots, J$, are random variables with finite mean and finite variance.
Theorem 1. (Case 1) If A1–A3 hold and if $\sum_{j=1}^{\infty} \text{Var}(f(R_j))/j^2 < \infty$ then as $J \to \infty$

$M_j \to ER_j \ a.s.$

**Proof.** Since the $x$ are constant and $E_j$ are independent, $R_j = h_j(x,E_j)$ are independent, $j = 1, \ldots, J$. The proof is completed by Kolmogorov’s strong law of large numbers.

4.2. Cases 2 and 3

Although Theorem 1 applies to Cases 2 and 3 as well, it is not useful because in these cases events are unique and therefore only either true or false. For convenience the states of the event are denoted as $S_j = 1$ and $S_j = 0$, for true and false events, respectively. As will be shown, with suitable assumptions, averaging leads to highly diagnostic estimates.

Let:

- $l, l = 0,1, \ldots, N_j$, index the $N_j + 1$ underlying probability categories used by judge $j$, with $N_j$ being even;
- $X_j$ be a discrete random variable taking on values $x_{jl}$ in $(0,1)$, representing the proportion of events judge $j$ assigns to category $l$ that are true. Without loss of generality let $0 < x_{j0} < x_{j1} < \cdots < x_{j,N_j} < 1$.

The claim that covert confidence is categorical with an odd number of categories is descriptively compelling, but we could structure the proof without it. The descriptive merit of defining $X_j$ in such a way arises from the fact that most judges provide probability estimates in multiples of 0.1 or 0.05 (see, for example, Wallsten et al., 1993). However, we include the claim not because of its cognitive content, but as a mathematical convenience that simplifies the statements of A4 and A5 below and to some degree the proof. Moreover, the claim itself is not very restrictive. First, note that it explicitly allows judges to have different numbers of categories. Second, the requirement that the number of categories be odd is of no substantive consequence; the probability of the center category (or of symmetric pairs of categories, for that matter) may be 0.

Now define:

- $E_{j,S_j=1} = (1/J) \sum_{j=1}^{J} E(f(R_j)|S_j = 1)$ as the average expected (transformed) response over $J$ judges to event $i$, given the event is true;
- $E_{j,S_j=0} = (1/J) \sum_{j=1}^{J} E(f(R_j)|S_j = 0)$ as the average expected (transformed) response over $J$ judges to event $i$, given the event is false;
- $M_j = (1/J) \sum_{j=1}^{J} f(h_j(x_j,e_j))$ (with $e_j \in E_j$) as the observed mean (transformed) response of $J$ judges to event $i$.

For the model presented in Eq. (1) consider the following assumptions:

**A1’.** For a given event state, $S_j = 0$ or $S_j = 1$, $X_j$, $j = 1, \ldots, J$, are pairwise independent random variables;
A4. The values \( x_{jl} \) of \( X_j \) have the following properties for judge \( j \):

1. they are symmetric about 0.5, i.e. \( x_{jl} + x_{j,N_j-l-1} = 1 \) for \( l = 0, \ldots, (N_j/2) - 1 \), and \( x_{j,N_j/2} = 0.5 \); and
2. the probabilities are equal for symmetric pairs, i.e. \( P(X_j = x_{jl}) = P(X_j = x_{j,N_j-l}) \) for \( l = 0, \ldots, (N_j/2) - 1 \); with, of course
   \[ 0 \leq P(X_j = x_{jl}) < 1 \text{ and } \sum_{l=0}^{N_j} P(X_j = x_{jl}) = 1. \]

A5. The expected transformed response conditional on underlying confidence over trials, \( E(f(R_j)|X_j = x_{jl}) \), obeys the following properties:

1. \( E(f(R_j)|X_j = x_{jl}) = f(0.5)w_{jl} + (1 - w_{jl})f(x_{jl}), \ 0 < w_{jl} < 1; \)
2. \( E(f(R_j)|X_j = x_{jl}) - f(0.5) = f(0.5) - E(f(R_j)|X_j = x_{j,N_j-l-1}) \leftrightarrow E(f(R_j)|X_j = x_{jl}) + E(f(R_j)|X_j = x_{j,N_j-l}) = 2f(0.5), \) for \( l = 0, \ldots, \frac{N_j}{2} - 1; \) and \( E(f(R_j)|X_j = x_{j,N_j/2}) = f(0.5). \)

Let us first discuss the reasonableness of the axioms.

We consider A1' and A2 together. A2, that the \( E_j \) are independent, is reasonable. A1', however, is unlikely to be fully met in practice. All we can ever observe are measures of conditional dependency among the \( R_j \) as indices of possible violations of A1' and A2 taken jointly. The practical question is, how robust are the effects of averaging with respect to violations? This is an empirical issue to which the data in the Introduction are relevant, and which we will discuss subsequently.

A4 and A5 are symmetry conditions. A4 says that each judge’s confidence categories are structured symmetrically around the central one and are used with symmetric probabilities. A5 says that the effects of variation are symmetric for complementary confidence categories and, moreover, that the variation is regressive with regard to expected (transformed) responses. Despite the extensive literature on subjective probability estimation, pure evidence on A4 and A5 does not exist. The reason is that both axioms refer to the latent (and therefore unobservable) variable, \( X_j \), whereas evidence by its very nature is observable, in this case distributions of \( R_j \). A specific theory with its

\[ ^6 \text{ A reviewer of an earlier version of this paper raised the possibility that judges’ errors are correlated, perhaps due to overlapping information sets, common training, or the like, thereby violating A2. Note, however, that in our formulation, such dependencies are absorbed in } X_j, \text{ not in } E_j. \]
own (possibly questionable) axioms would be necessary to make inferences about \( X_j \) from \( R_j \). Nevertheless, it is reassuring that empirical distributions of \( R_j \) tend to be symmetric and that complementary events elicit complementary confidence categories (Wallsten et al., 1993; Tversky and Koehler, 1994; Ariely et al., 2000), suggesting that A4 and A5 are reasonable. Moreover, A4 is likely to be true for the full population of events in a domain. This is because event populations are closed under complementation, so that for each true event in the domain, there is also a complementary false event (obtained by negation or rephrasing of the statement). A4 follows as a consequence. Similarly, A4 will hold for any sample that includes true and false versions of each item. Such conditions can be arranged in experimental contexts, as Wallsten and González-Vallejo (1994) did, but do not necessarily obtain in real-world situations.

Indeed, Lemma 1, which is required for the theorem and is proved in Appendix A, states that if A4 holds, then \( P(S_i = 1) = P(S_i = 0) = 0.5 \). In other words, if A4 holds exactly, the set being judged must contain an equal number of true and false items. And conversely, if it does not, then A4 must be violated. Because event complementarity is so easy to arrange, this is not in principle an onerous requirement. Let us now turn to the theorem itself.

**Theorem 2.** (Cases 2 and 3) If A1’, A2, A3, A4, and A5 hold, then for a given event, \( i \), for \( J \) judges,

1. \( E_{j,S_i=1} > f(0.5) \) and \( E_{j,S_i=0} < f(0.5) \); and if, in addition
   (a) \( \sup_{j>0} E[f(R_j) - E[f(R_j)]] < \infty \)
   (b) \( \sum_{j=1}^{\infty} \text{Var}[f(R_j)]/j^2 < \infty \)
2. then as \( J \to \infty \)

\[
P(S_i = 1|M_j) \to \begin{cases} 1, & \text{if } M_j > f(0.5), \\ 0, & \text{if } M_j < f(0.5). \end{cases}
\]

**Proof.** The proof is in Appendix A.

Note that with Assumption A1’ the theorem applies directly to Case 3. But any result for Case 3 also holds for Case 2. On the face of it, Theorem 2 is quite remarkable: given the axioms, the expected mean (transformed) probability estimates of true events are greater than (the transformation of) 0.5; and those of false events are less than (the transformation of) 0.5. Consequently (if the \( f(R_j) \) satisfy the indicated boundedness conditions), as the number of judges increases, the probability that an event is true approaches 1 if its mean (transformed) estimate exceeds the middle of the scale and approaches 0 if it is below. Or, in other words, if the axioms apply, then all the DM requires to be virtually certain that an event is true or false is a sufficient number of judges.

5. Discussion

The intention of this article is, as stated above, to explain results such as those presented in the Introduction by tying a cognitive model of the individual judge to the
information conditions as perceived by the DM. Did we succeed, how do the developments relate to others in the literature and what are the limitations?

5.1. Does the approach succeed?

The probability estimates presented in panel A presumably fall in Case 1 of our classification system and, therefore, Theorem 1 applies. As can be inferred from Table 1 accuracy improved, i.e., averaging the estimates reduced $CI$ by a factor greater than 2.5. $DI$ also improved, but by less than a factor of 1.2. Thus accuracy but not diagnosticity improved, as implied by the model. The fact that accuracy improved suggests that the judges’ covert opinions were accurate ($x^{(i)} = p_i$) and that the response functions $h_j$ were roughly the identity.

The probability estimates presented in panel B clearly fall in one of the remaining cases. If Case 2 or 3 applies, then we would expect that diagnosticity improves, i.e., $DI$ increases, as a function of $J$, the number of judges. Indeed, Table 1 shows that the means of the probability estimates yield a $DI$ value that is nearly twice as great as the average value for individual judges. Simultaneously, the means result in a value of $CI$ that is poorer by close to a factor of 2 than the mean $CI$ for individuals. Thus, averaging has improved diagnosticity, while decreasing accuracy.

For the data of Panel B to fall in Case 3 (which is less restrictive than Case 2), they must meet the conditional pairwise independence assumption. In fact, the median conditional pairwise correlation is 0.26 and the central 50% of the correlations ranges from 0.16 to 0.39 (Wallsten et al., 1997). Thus, strictly speaking, assumption A1 fails. But obviously, the violation of the independence assumption does not substantially hinder the application of the model. Additional work with other data (Ariely et al., 2000) and with computer simulations (Johnson et al., in press) shows how robust our theoretical conclusion is with respect to such violations. The patterns of results in these two studies is complex, but indicates a broad range of applicability.

There are two main points about Theorem 2 to emphasize. The first, obvious from the proof of part b, is that the probability of an event given its mean (transformed) estimate is not equal to that mean, but is the posterior probability from Bayes’ rule. The theorem only tells us that the posterior probability approaches 0 or 1 as the number of judges increases, but not what it is for any finite number of judges.

The second point is that we assumed the $R_j$ to be in $(0,1)$, i.e., to be probability estimates, but the theorem holds for all increasing functions of $R_j$. It makes no theoretical difference in the long run whether the DM averages probabilities, the judges provide transformed probabilities (e.g., odds estimates) for the DM to average, or the DM transforms the estimates before averaging them. But the practical short run differences may be substantial. Judges may find one or another scale easier to use. And the various transformations may differ considerably in their rates of convergence. We have not explored this latter issue thoroughly yet.

Thus, we feel our approach does succeed in explaining data such as in Table 1. How does it relate to existing models for combining probabilities from experts?
5.2. Relation to other models

The voluminous literature on aggregating subjective probabilities has concentrated on three general and often overlapping approaches: (1) taking weighted or unweighted means of the probabilities or of transformations of the probabilities, (2) combining the probabilities according to axiomatic considerations, and (3) treating the estimates as data and integrating them according to Bayes’ rule. Wallsten et al. (1997) discuss these models as well as many of the empirical studies on mathematically combining estimates. In contrast to the broad, but general presentation in Wallsten et al. (1997), we focus here on how the present results specifically relate to others in the literature.

At an empirical level, it has long been known that average estimates outperform individual ones (see especially Genest and Zidek, 1986; Clemen, 1989; Cooke, 1991) and, moreover, that there are good statistical reasons for that being the case (McNees, 1992). Our results help the DM to understand when averaging might be expected to improve calibration versus improve diagnosticity.

The crucial variable in this regard is the amount of overlap in the experts’ information or, more generally, the degree of conditional dependency in their judgments. The importance of this factor, and the difficulty of dealing with it, is by now well known. Winkler (1986) provides an excellent summary of the dependence issue in his introduction to the series of papers surrounding the particular axiomatic model introduced by Morris (1983), and Clemen and Winkler (1990) explore it in some detail.

Axiomatic models in general specify specific (allegedly desirable) properties that a combination rule should preserve and then derive rules that do so. Morris (1983) was concerned with the ‘unanimity’ principle, according to which if all the judges agree on the probability of an event, the aggregation rule should yield that value. Based on certain first principles, he derived a weighted-averaging rule for combining estimates, where the weights are the DM’s estimate of each judge’s expertise relative to his or her own, and the form of the averaging depends on the DM’s prior distribution. This rule, of course, satisfies the unanimity principle.

The difficulty with axiomatic models in general, as Winkler (1986) pointed out, is that they are too restrictive: their results may be perfectly appropriate in some situations, but not in others. He went on to suggest (as others also had) that Bayes’ rule provides the proper frame for aggregating multiple estimates. That is, the DM should treat the estimates as data, consider the likelihood of that data pattern (specific set of estimates) conditioned on the event (\(S = 1\) in our earlier notation) and on its absence (\(S = 0\)), as well as on the DM’s own prior opinion, and then use the likelihood ratio to update his or her prior odds. The problem in implementing this prescription is that the likelihoods depend on the DM’s assumptions about the underlying data structure (the judges’ estimates). “The general rule is simply Bayes’ theorem, but at the level of the experts’ probabilities Bayes’ theorem implies different combining rules under different modeling assumptions” (Winkler, 1986, p. 301).

From that perspective, when the experts’ identical estimates, \(p_i\), are viewed as independent of each other and of the DM’s prior opinion, \(p_0\), conditioned on the event in question (as in our Case 2), then the unanimity principle does not follow. Rather,
multiple independent estimates, \( p_j = p_0 > 0.5 \), yield a posterior value for the DM of \( p^* > p_j \). Indeed, a sufficient number of such estimates yield \( p^* \) close to 1, as we showed on other grounds. From the same perspective, if the situation instead can be modeled as one in which the DM’s prior probability is analogous to the mean of a second order distribution over \( p \) and the judges’ estimates are analogous to independent samples from a population with event-probability \( p \), then the unanimity principle does hold, i.e. when \( p_j = p_0 \) for all \( j \), then \( p^* = p_0 \). This situation is similar, although not identical, to our Case 1.

Clemen and Winkler (1990) discussed in substantially more detail the unanimity principle and its generalization, the ‘compromise principle,’ according to which the DM’s posterior probability should lie within the range spanned by the forecasters. They considered six Bayesian aggregation models that differ in their assumptions including assumptions concerning conditional dependence, and applied these models to U.S. National Weather Service probability of precipitation (PoP) forecasts. The data consisted of relative frequencies of rain within 12-h forecasting periods over 11 years in the Boston forecasting area as a function of the 13 guidance by 13 local probability estimates. (PoP forecasts can be any of 13 values: 0.0, 0.02, 0.05, 0.10, 0.20, . . . , 1.0.) The guidance estimates were those generated by a global model, while the local estimates were provided by individual forecasters, who took the guidance estimates as initial input and then modified them according to local conditions. The two estimates, therefore, were very likely to be highly dependent. The questions of interest were: do the data conform to the unanimity and compromise principles, and which models best capture the overall pattern? The data tended to violate both principles to a modest, but certainly not to an extreme, degree. Of particular interest here, models assuming independence clearly failed because they predicted substantially greater violation of these principles than occurred. Models that permitted dependence best reflected the empirical pattern. In other words, models assuming independence predicted posterior probabilities more extreme than the (weighted) means, as does our Case 2, and those allowing dependence predicted posterior probabilities closer to the (weighted) means, as does our Case 1.

Our work also relates to that of Genest and Schervish (1985), who presented a particularly interesting approach to Bayesian aggregation of estimates. They aimed to simplify the DM’s problem of estimating conditional joint likelihood functions over the \([0,1]^J\) space containing the \( J \) probability estimates. They proposed doing so by allowing the DM to specify properties of the marginal distributions (e.g., the expected values of the distributions, \( \mu_j \), over individual judge’s estimates) or of the joint distribution, and then deriving Bayesian aggregation rules that satisfy a consistency condition regarding the implied joint distribution. Specific rules require further assumptions on the part of the DM, concerning, for example, the correlations, \( \lambda_j \), between \( S \) and the individual estimates.

For cases in which the DM assumes \( \lambda_j > 0 \) and \( (\mu_1, \ldots, \mu_J) \), his or her posterior estimate depends on the difference between the actual and the expected estimate for each judge, with the specific revision rule depending on whether (Theorem 4.1, Genest and Schervish, 1985) or not (Theorem 3.2, Genest and Schervish, 1985) conditional independence among the estimates is assumed.
Their approach differs from ours in many ways, the most important of which is that ours does not assume any distributional properties for the individual estimates or for the DM’s prior opinion. If the lack of explicit assumption in this regard for Case 2 is interpreted as assuming a uniform distribution over each judge’s and the DM’s prior estimate, then the implied means for the judges and the DM are 0.5. In this case it is easy to see that when all judges provide estimates on the same side of 0.5, Genest and Schervish’s Theorem 4.1 and our Case 2 yield the same result in the limit. The question of how the two results relate when the judges’ estimates span 0.5 remains open.

If other approaches obtain similar results to ours depending primarily on the assumptions regarding joint independence, what are the unique contributions here? One is the specific recognition that averaging probability estimates can be expected to improve calibration or diagnosticity, depending on the conditional dependency relation among the estimates. A second contribution (perhaps minor in an operational sense) is the demonstration that conditional pairwise independence, rather than conditional joint independence, is sufficient to yield fully diagnostic results. Finally, and perhaps of greatest note, is the tie that this work provides between a model of the judges and the usefulness of their collective estimates. Every Bayesian model depends on the DM’s assumptions about the judges’ estimates. Yet, Winkler wrote, “The subjective evaluation and modeling of experts providing subjective judgments in the form of probabilities is something we know precious little about” (Winkler, 1986, p. 302). The developments here are a first step to fill this gap.

5.3. Limitations

The usefulness of our developments depend on how reasonable the axioms are and on how robust the results are to their violation. Readers will form their own opinions regarding the former, but we believe that the empirical work summarized in Sections 1 and 5.1 (Erev and Wallsten, 1993; Wallsten et al., 1993; Johnson et al., in press; Ariely et al., 2000) attests to the robustness.

We see at least two limitations in the present work. One is that we do not provide an explicit way to estimate the probability of an event given a set of probability judgments, but rather just limiting results under ‘ideal’ conditions. The second is that most situations of interest probably fall under Case 4, whereas we have only solved Cases 2 and 3. Partially countering both problems, however, is the empirical work cited above, which suggests not only that the results are relatively robust with respect to violations of independence, but also that convergence to the limits occurs with relatively few judges. These issues, of course, deserve further study and refinement.
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Appendix A

Note that by definition of $X_j$,

$$P(S_i = 1|X_j = x_{ji}) = x_{ji}.$$  \hfill (A.1)

Before proving the theorem, it is convenient to establish two lemmas. The first one is actually interesting and we briefly discuss it in the text, the second one merely useful.

**Lemma 1.** Assumption A4 implies that $P(S_i = 1) = P(S_i = 0) = 0.5$.

**Proof.** From the standard probability axioms

$$P(S_i = 1) = \sum_{i=0}^{N_i} P(S_i = 1|X_j = x_{ji})P(X_j = x_{ji})$$

$$= \sum_{i=0}^{N_i} x_{ji}P(X_j = x_{ji})$$

$$= \sum_{i=0}^{(N_i/2)-1} x_{ji}P(X_j = x_{ji}) + x_{j,N_i/2}P(X_j = x_{j,N_i/2}) + \sum_{j=(N_i/2)+1}^{N_j} x_{ji}P(X_j = x_{ji}).$$

Invoking Assumptions A4.1 and A4.2, we can rewrite the above as

$$P(S_i = 1) = 0.5P(X_j = 0.5) + \sum_{i=0}^{(N_i/2)-1} (x_{ji} + x_{j,N_i/2-1})P(X_j = x_{ji})$$

$$= 0.5P(X_j = 0.5) + \sum_{i=0}^{(N_i/2)-1} P(X_j = x_{ji}).$$ \hfill (A.2)

Note that

$$1 = \sum_{i=0}^{(N_i/2)-1} P(X_j = x_{ji}) + P(X_j = x_{j,N_i/2}) + \sum_{j=(N_i/2)+1}^{N_j} P(X_j = x_{ji})$$

$$= 2 \sum_{i=0}^{(N_i/2)-1} P(X_j = x_{ji}) + P(X_j = 0.5),$$ \hfill (A.3)

that is
\(0.5 = \sum_{l=0}^{(N_l/2)-1} p(X_j = x_{jl}) + 0.5p(X_j = 0.5).\)

Substituting the above into Eq. (A.2) yields
\[
P(S_j = 1) = 0.5,
\]
from which it also follows that \(P(S_j = 0) = 0.5. \)

The next lemma concerns the probability, \(P(X_j = x_{jl}|S_j = 1),\) with which an event with \(S_j = 1\) assumes underlying judgment value, \(x_{jl},\) for individual judge \(j.\)

**Lemma 2.** \(P(X_j = x_{jl}|S_j = 1) = 2x_{jl}P(X_j = x_{jl}).\) (Accordingly, \(P(X_j = x_{jl}|S_j = 0) = 2(1 - x_{jl})P(X_j = x_{jl}).\))

**Proof.** According to the model (1) for each judge, any event is associated with covert confidence. The desired probability is then obtained via Bayes Rule:
\[
P(X_j = x_{jl}|S_j = 1) = \frac{P(S_j = 1|X_j = x_{jl})P(X_j = x_{jl})}{P(S_j = 1)}.
\]

From Lemma 1, \(P(S_j = 1) = 0.5.\) Substituting that value and Eq. (1) into the above expression yields
\[
P(X_j = x_{jl}|S_j = 1) = 2x_{jl}P(X_j = x_{jl}). \quad \square
\]

(A.4)

With the two lemmas, we can move on to the proof of Theorem 1.

**Proof.** (Part (a)) To establish that \(E_{j,S_j=1} \rightarrow f(0.5),\) as required, note that \(E_{j,S_j=1}\) is simply the mean of expected values over individuals:
\[
E_{j,S_j=1} = \frac{1}{N_j} \sum_{j=1}^{N_j} E(f(R_j)|S_j = 1).
\]

Noting that
\[
E(f(R_j)|S_j = 1) = \sum_{l=0}^{N_l} E(f(R_j)|X_j = x_{jl})p(X_j = x_{jl}|S_j = 1),
\]
we can express \(E_{j,S_j=1}\) as
\[
E_{j,S_j=1} = \frac{1}{N_j} \left[ \sum_{l=0}^{N_l} E(f(R_j)|X_j = x_{jl})p(X_j = x_{jl}|S_j = 1) \right].
\]

Making use of Lemma 2 (Eq. (A.4)), this expression can be written as
\[
E_{j,S_j=1} = \frac{1}{N_j} \left[ \sum_{l=0}^{N_l} x_{jl}E(f(R_j)|X_j = x_{jl})p(X_j = x_{jl}) \right]. \quad (A.5)
\]
Assumption A4.1 states that the $x_{ji}$ are symmetric about their central value, which is equal to 0.5. Assumption A4.2 stipulates the symmetry of the $P(X_j = x_{ji})$, and assumption A5.2 guarantees that $E(f(R_j)|X_j = x_{j,N/2}) = f(0.5)$. Employing all these properties, Eq. (A.5) can be expanded and rearranged to yield

$$E_{J,S_j=1} = 2 \sum_{j=1}^{(N/2)-1} \left[ 0.5 \cdot f(0.5)P(X_j = x_{j,N/2}) + \sum_{j=0}^{(N/2)-1} P(X_j = x_{ji})[x_{ji}E(f(R_j)|X_j = x_{ji}) + x_{j,N/2}E(f(R_j)|X_j = x_{j,N/2})] \right].$$

(A.6)

Note from A4.1 that $x_{ji} + x_{j,N/2} = 1$. Therefore, the expression within the smaller brackets at the far-right-hand side of Eq. (A.6) is a weighted average of $E(f(R_j)|X_j = x_{ji})$ and $E(f(R_j)|X_j = x_{j,N/2})$. Assumption A5.1 guarantees that $x_{ji} > 0.5 \iff E(f(R_j)|X_j = x_{ji}) > f(0.5)$. (With $E(f(R_j)|X_j = x_{ji}) = f(0.5)w_{ji} + (1 - w_{ji})f(x_{ji})$ and setting $x_{ji} = 0.5 + \epsilon$, $0 < \epsilon < 0.5$, for $x_{ji} > 0.5$, proves the expression immediately.) Making use of assumption A5.2 and $x_{ji} = 0.5 + \epsilon$ we can rewrite this expression as

$$a_{ji} = x_{ji}E(f(R_j)|X_j = x_{ji}) + x_{j,N/2}E(f(R_j)|X_j = x_{j,N/2}) = x_{ji}(f(0.5)w_{ji} + (1 - w_{ji})f(x_{ji})) + (1 - x_{ji})(2f(0.5) - f(0.5)w_{ji} + (1 - w_{ji})f(x_{ji})) = f(0.5) + 2\epsilon[1 - w_{ji}f(0.5) > f(0.5),$$

since the second addend is positive.

Then, Eq. (A.6) can be written as

$$E_{J,S_j=1} = 1 \sum_{j=1}^{(N/2)-1} \left[ f(0.5)P(X_j = 0.5) + 2 \sum_{i=0}^{(N/2)-1} P(X_j = x_{ji})a_{ji} \right].$$

(A.7)

Invoking Eq. (A.3), we see that the expression within the large brackets in Eq. (A.7) is a weighted average of values never less than $f(0.5)$. Therefore, over all $J$ judges, $E_{J,S_j=1}$ is the mean of values never less than $f(0.5)$. Thus, $E_{J,S_j=1} > f(0.5)$. By a similar argument, $E_{J,S_j=0} < f(0.5)$.

Proof. (Part (b)) From Bayes rule,

$$P(S_j = 1|ER_j > f(0.5)) = \frac{P(ER_j > f(0.5)|S_j = 1)P(S_j = 1)}{P(ER_j > f(0.5))}.$$  (A.8)

Part (a) of this theorem implies that $P(ER_j > f(0.5)) = P(S_j = 1)$ and also that $P(ER_j > f(0.5)|S_j = 1) = 1$. Substituting into Eq. (A.8)

$$P(S_j = 1|ER_j > f(0.5)) = P(ER_j > f(0.5)|S_j = 1) = 1.$$  (A.9)

By the virtue of A1’, A2, and A3, $f(R_1), f(R_2), \ldots$ is a sequence of pairwise independent random variables, each having finite mean and finite variance. Then as $J \to \infty$
$M_j \rightarrow E R_j$, almost surely

(Etemadi, 1983, Corollary 1). Substituting into Eq. (A.9) and with a bit of rewriting, it is evident that

$$P(S_i = 1|M_j > f(0.5)) \rightarrow 1 \text{ as } J \rightarrow \infty.$$  

In an analogous manner, one can show that

$$P(S_i = 1|M_j < f(0.5)) \rightarrow 0 \text{ as } J \rightarrow \infty. \quad \square$$
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