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Abstract

We present a model of the propagation process of bank runs. A bank failure alone is not sufficient to trigger a panic. In accord with the empirical evidence, runs become contagious only during periods of macroeconomic instability. In addition, we make a clear distinction between illiquidity and insolvency as possible causes of bank failures. We also show that, despite the possibility of runs, the deposit contract is superior to autarky. © 1999 Elsevier Science Inc. All rights reserved.
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1. Introduction

Since the early 1980s we have witnessed a growing research interest in issues related to the stability of the banking system. One of the reasons the subject has attracted so much attention is because a bank failure, unlike the failure of another firm, is regarded as a possible threat to its competitors; it is believed to be contagious. However, as Kaufman (1988) and Park (1991) have recognized, despite the large volume of work on bank runs, the process by which these develop into runs on the whole banking system has not received a rigorous treatment. Existing models, which are essentially models of the banking system, treat all banks symmetrically. Understanding the propagation process, however, requires that we distinguish between the banks responsible for causing the panic and those afflicted by the ensuing run.

The empirical evidence provides some useful suggestions concerning the causes of bank runs. Rolnick and Weber (1984) find, contrary to common belief, that, during the Free Banking Era in the United States (1837–1863) the banking system was not more unstable than later periods. Hasan and Dwyer (1994) provide evidence indicating the existence of contagious bank runs during the Free Banking Era that were caused...
by events exogenous to the banking system. Furthermore, evidence from the National Banking System (1863–1913) indicates that periods of bank failures were associated with macroeconomic instability (e.g., Bernanke, 1983; Friedman & Schwartz, 1963; Gorton, 1988; and Kaufman, 1994). During this period, banks established a network of clearinghouses which was responsible for the supervision of the banking industry. One of the services offered by the clearinghouses was the provision of emergency assistance to banks facing liquidity problems. This system came to an end in 1913 with the establishment of the Federal Reserve System.

The majority of the empirical evidence on bank runs is concentrated on the early Great Depression. While the study by Saunders and Wilson (1996) covers the whole period from 1929 to 1933, the study by Calomiris and Mason (1997) concentrates on the June 1932 Chicago banking panic. Both studies find strong contagion effects; they also stress, however, the significant role of economic shocks. In addition, both studies support the information hypothesis of bank runs (Chari & Jagannathan, 1988; Jacklin & Bhattacharya, 1988). According to this hypothesis, uninformed depositors run against solvent banks upon receiving a noisy indicator. After examining the evidence from the 1932 Chicago panic, Calomiris and Mason (1997) argue that, “the panic was caused by fears of bank insolvency, rather than by exogenous liquidity demand by depositors” (p. 868). In contrast, the model of Diamond and Dybvig (1983) presents bank runs as “sunspot” equilibria; in other words, they are the “bad” outcome of a coordination game.

In this article, we present an infinite horizon, overlapping generations version of Jacklin and Bhattacharya’s (1988) model of information-based runs. Members of each generation live three periods, but enjoy consumption only in the last two periods. Agents can either store their endowment or invest it in a risky, irreversible, two-period technology. When they are born, agents are uncertain about their future preferences for their life-time consumption patterns. Therefore, the generation-specific role of banks in this environment is to offer agents insurance against this idiosyncratic preference risk by pooling their resources together. Contagion is introduced through serial correlation across bank returns over time. Each bank’s return depends on both the state of the economy and the return of the bank established one period earlier. The possibility of a bank run arises because we assume that the terms of the banking contract are not contingent on the solvency status of other banks.

The above framework captures the flow of information across the banking system and thus allows us to examine the repercussions of a bank failure on the financial status of other banks. The process begins when the market value of a bank’s assets (loans) falls below that of its liabilities (deposits) (i.e., when it becomes insolvent). At this point, the reaction of depositors is crucial. If they fear that all banks are subject to the same shock, then they will attempt to withdraw their funds, thereby creating liquidity problems for other banks. If this possibility of contagion exists, we need to examine carefully what leads depositors to believe that other banks are also in danger of becoming insolvent.

In our model, which is in accord with the empirical facts discussed above, neither a bank failure nor a recession is alone sufficient to trigger a panic. Runs become contagious only when a bank fails at the same time as the depressed state of the economy signals that the asset returns across the banking system are positively corre-
lated. Depositors using this information update their beliefs about the financial status of other banks. When their new assessment assigns a high probability of bank insolvency, they rationally decide to withdraw the funds from their accounts. In this case, all banks face a liquidity problem.

Of course, the depositors’ assessment can be wrong. It is possible that the banks experiencing the run are solvent. In imperfect capital markets the distinction between insolvency and illiquidity is crucial. Solvent banks facing liquidity problems are forced, in the absence of any intervention, either to sell their illiquid assets or to borrow. Premature liquidation of assets could force their market value below their book value, leading the bank to insolvency. These are the considerations which prompted Bagehot\(^5\) (1873) to suggest that central banks should extend emergency assistance to illiquid, but not insolvent banks.\(^6\) In our model, it is shown that, during periods of economic instability, solvent banks can indeed face liquidity problems caused by the reaction of depositors to news about the financial insolvency of other banks.

Despite the possibility of a panic we also show that bank deposits can offer a higher expected return than autarky.\(^7\) Under autarky each agent makes investment decisions separately (no pooling of funds). In other words, the runs in our model are equilibrium phenomena (Postlewaite & Vives, 1987).

In the following section, we present a slightly altered version of the Jacklin and Bhattacharya (1988) model (hereafter JB). In section 3, we develop the overlapping generations framework, and in section 4, we present an example using specific functional forms. In section 5, we calibrate the model to demonstrate the superiority of the banking contract to autarky.

2. The JB model

What follows is a slightly altered version of JB. There is a continuum of agents born at \( t = 0 \) who live for three periods, \( t = 0, 1, 2 \). Each agent is endowed with one unit of the single divisible homogeneous good and two investment technologies. Let \( x \) denote the amount invested in these technologies. The first technology, which can be represented by the triplet \((-x, \gamma x, (1 - \gamma)x)\), where \( 0 \leq \gamma \leq 1 \) denotes the amount withdrawn in the first period, is a simple storage technology.\(^8\) The second technology, which can be represented by the triplet, \((-x, 0, \bar{R}x)\), is an irreversible (illiquid) technology that in the third period offers a random rate of return, \( \bar{R} \). The realized value, \( R \), which becomes publicly known at \( t = 2 \), takes the value \( L \) with prior (at \( t = 0 \)) probability \( p \) and the value \( H \) with probability \( 1 - p \), where \( 0 < L < H \).

All agents are identical at \( t = 0 \) and derive utility from consumption at \( t = 1 \) and \( t = 2 \). At \( t = 1 \) they learn their type, which remains private information. The preferences of type \( j \) \((j = 1, 2)\) are described by [Eq. (1)]:

\[
V_j(c_1, c_2) = U(c_1) + \beta_j U(c_2),
\]

where \( \beta_j \) denotes the discount factor for type \( j \). It is assumed that \( 0 < \beta_1 < \beta_2 = 1 \).\(^9\) There is no aggregate uncertainty about liquidity demand in this economy and consequently the fraction, \( \pi \), of type 1 agents is publicly known at \( t = 0 \).
2.1. The deposit contract

The role of banks is to provide insurance to agents against their idiosyncratic liquidity risk and allow them to take advantage of the higher expected return of the illiquid technology whose risk is systematic. Let $c_{jtR}$ denote consumption by type $j$ at $t$, conditional on $R$ for $t = 2$, and let $D$ denote the amount invested in the storage technology. Then, as JB shows, the optimal contract can be found as a solution to the following social optimization problem [Eq. (2)]:

$$\max_{c_{jtR}} \pi V_1(c_{11}, c_{21H}, c_{21L}) + (1 - \pi) V_2(c_{12}, c_{22H}, c_{22L})$$

subject to:

$$D \geq \pi c_{11} + (1 - \pi) c_{12} \quad (3a)$$

$$R(1 - D) \geq \pi c_{21H} + (1 - \pi) c_{22H} \forall R \quad (3b)$$

$$V_1(c_{11}, c_{21H}, c_{21L}) \geq V_1(c_{12}, c_{22H}, c_{22L}) \quad (4a)$$

and

$$V_2(c_{12}, c_{22H}, c_{22L}) \geq V_2(c_{11}, c_{21H}, c_{21L}) \quad (4b)$$

Eqs. (3a) and (3b) represent the second and third period resource constraints. Eqs. (4a) and (4b) are the self-selection constraints, where $V_1(c_{12}, c_{22H}, c_{22L})$ and $V_2(c_{11}, c_{21H}, c_{21L})$ represent the utility from which types 1 and 2, correspondingly, will derive if they misrepresent their true types. Notice that the value of $\gamma$ has been set equal to one in the resource constraints. As we show in Appendix 1, under autarky no type will choose to use the storage technology in the third period. As a consequence, the optimal value of $\gamma$ for the above problem is also equal to one. The reason for making the storage technology available in the third period is to allow banks to hold excess reserves. Finally, let $c^{*}_{jtR}$ denote the optimal allocation.

3. The Overlapping Generations model

Because our objective is to show how a single bank failure can trigger runs on other banks, our model needs to capture the transmission of information across the banking system. With this goal in mind, we choose the overlapping generations (OLG) framework, which allows us to model explicitly the flow of information from one bank to another. We consider an infinite horizon, overlapping generations version of the JB model, $t = 1, 2, \ldots$. At the beginning of each period a new bank is created, each being essentially identical to the one examined in JB. Let $b(t)$ denote the bank established by members of the generation born at $t$ and $R_t$ the gross return on its illiquid investment. We do not allow any intergenerational (interbank) lending. To complete the model, we need to specify how the members of each generation form and revise their prior beliefs about the return distribution of the assets which their bank has invested in the illiquid technology.
3.1. Information structure

According to Gorton’s (1988) empirical study, bank panics are events linked to the business cycle: “The recession hypothesis best explains what prior information is used by agents in forming conditional expectations. Banks hold claims on firms and when firms begin to fail, a leading indicator of recession (when banks will fail), depositors reassess the riskiness of deposits” (p. 778). In our model, during periods of recession, when the firm failure rate is high, the asset returns across the banking system are highly correlated. This assumption is consistent with the evidence provided in Calomiris and Mason (1997) on the June 1932 Chicago panic, “failures during the panic reflected the relative weakness of failing banks in the face of a common asset value shock . . .” (p. 881). During each period the state of the economy is represented by a first-order Markov process that specifies next period’s return distribution of banking assets conditional on this period’s realized return. From an empirical perspective the “state of the economy” might represent a variety of economic variables. For example, Calomiris and Mason (1997) argue that the June 1932 Chicago panic was triggered by several factors, such as the falling prices of corporate assets, a municipal revenue crisis, and a case of bank fraud.

We assume that all members of each generation receive the same information and update their expectations in the same way. During each period, depositors receive the following two information signals: a) the realized return of the bank established two periods earlier; and b) the state of the economy. For period \( t \), the two signals are described by the pair \((s_t, S_t)\). \( s_t \in \{L, H\} \) indicates the realization of \( \bar{R}_{t-2} \) (i.e., the investment return of the bank established two periods earlier). \( S_t \in \{S_1, \ldots, S_n\} \) describes the state of the economy. Let

\[
\Pi_i = \text{prob}(S_t = S_i), \quad \sum_{i=1}^{n} \Pi_i = 1.
\]

Notice that both the set of states of the economy and their corresponding probabilities are time-independent. Each \( S_i \) (i = 1, \ldots, n), is a first-order Markov process, that specifies the probability distribution of \( \bar{R}_{t-1} \) conditional on \( s_t \) (i.e., the realization of \( \bar{R}_{t-2} \)). Let

\[
\text{prob}(\bar{R}_{t-1} = k \mid s_t = m \quad \text{and} \quad S_t = S_i) = \pi_{ikm} \quad \text{and} \quad \sum_{m=1}^{2} \sum_{i=1}^{n} \pi_{ikm} = 1, \quad \forall i
\]

where \( k = L, H \) and \( m = L, H \) describe the probability distribution of the asset return of the bank established one period earlier, \( b(t - 1) \), conditional on both the realized return of the bank established two periods earlier, \( b(t - 2) \), and the state of the economy at \( t \). The probabilities in Eq. (5) must satisfy the following condition:

\[
\text{prob}(\bar{R}_{t-1} = L \mid s_t = m \quad \text{and} \quad S_t = S_i) + \text{prob}(\bar{R}_{t-1} = H \mid s_t = m \quad \text{and} \quad S_t = S_i) = 1, \quad \forall m \text{ and } \forall i.
\]

It is also assumed that the two signals are independently distributed. At each \( t \), before members of each generation make any decisions, they observe the two signals, \((s_t, S_t)\). Given this information, members of \( b(t - 1) \) update their prior probability distribution of \( \bar{R}_{t-1} \) by using Eq. (5). On the other hand, members
of $b(t)$, the new bank, use this information to calculate their prior probability distribution of $\tilde{R}$, by using the following rule [Eq. (6)]:

$$
\begin{align*}
p_t &= \text{prob}(\tilde{R}_t = L) = \left(\sum_{i=1}^{n} \Pi_i \text{prob}[\tilde{R}_t = L \mid \tilde{R}_{t-1} = H, S_{t+1} = S_i]\right) \\
& \times \text{prob}(\tilde{R}_{t-1} = H | s_s, S_s) + \left(\sum_{i=1}^{n} \Pi_i \text{prob}[\tilde{R}_t = L \mid \tilde{R}_{t-1} = L, S_{t+1} = S_i]\right) \\
& \times \text{prob}(\tilde{R}_{t-1} = L | s_s, S_s) \quad \text{and} \quad 1 - p_t = \text{prob}(\tilde{R}_t = H)
\end{align*}
$$

At period $t$, members of $b(t)$ know that at $t + 1$ they will learn the two signals ($s_{t+1}, S_{t+1}$) and update their prior beliefs about the asset return distribution of their bank using Eq. (5) (carried one period forward). Therefore, at time $t$, they form their prior beliefs by calculating the expected value of Eq. (5) by taking into account that there are $n \times 2$ possible pairs of signals. They also use their knowledge of the current state of the world to calculate the probability distribution of the asset returns of $b(t - 1)$. Because banks and depositors form expectations in the same way, these are also the probabilities that banks use when they design the deposit contracts.

We impose the following restriction:

$$
\sum_{i=1}^{n} \Pi_i \text{prob}[\tilde{R}_t = L \mid \tilde{R}_{t-1} = H, S_{t+1} = S_i] = \sum_{i=1}^{n} \Pi_i \text{prob}[\tilde{R}_t = L \mid \tilde{R}_{t-1} = L, S_{t+1} = S_i].
$$

The economic interpretation is that the signal $s_{t+1}$ (the observation of $R_{t-1}$) alone is uninformative. In other words, the state of solvency of a particular bank is not sufficient to cause depositors at other banks to update their beliefs about the financial status of their own bank. What is required is the dual observation of that signal and the state of the economy. We are going to show that even if the above restriction holds, bank runs can still be contagious when the economy is in a recession.

### 3.2. The contract

Given the informational structure of the model an ex ante optimal contract for $b(t)$ at time $t$ would require the bank to offer payments which are contingent on ($s_{t+1}, S_{t+1}$) (i.e., the following period’s realizations of the two signals). If it was indeed possible for the banks to offer such contracts then these contracts would never cease to be incentive compatible and thus information-based runs would never take place. However, this type of contract would involve enormous computational difficulties. Furthermore, their design would presume that courts would not have any problems enforcing contracts with terms contingent on the performance of other banks.

With the above in mind, we find the solution for the deposit contract by maximizing Eq. (2) subject to Eqs. (3) and (4), where here Eq. (6) is used for the calculation of $p_t$. If at $t + 1$

$$
\text{prob}(\tilde{R}_t = L \mid s_{t+1}, S_{t+1}) \neq p_t
$$

(i.e., their updated probability of bank failure differs from their prior beliefs) then this solution might not be incentive compatible and the actual allocations might be different. When members of $b(t)$ calculate at period $t$ their expected utility from the
deposit contract they realize that for some future states the bank will not be able to meet its obligations.

It is crucial at this point to make clear that we do not assume that depositors are able to use information better than the banks. Both sides know that, given the contract offered, there is always a possibility of a bank run and both parties can calculate the allocations which the contract offers at each state. What we argue is that when depositors decide whether or not to deposit their funds at the bank they take into account that there is a possibility that they will not receive the allocation specified by the contract. A bank run is always a possibility. Therefore, their expected utility from the deposit contract at \( t \), is given by Eq. (7):

\[
V^* = \sum_{(m \times 2)} \text{prob}(s_{t+1} = m \text{ and } S_{t+1} = S) \left[ \pi V_1(c_{11}, c_{21H}, c_{21L} \mid (m, S)) + (1 - \pi)V_2(c_{12}, c_{22H}, c_{22L} \mid (m, S)) \right],
\]

where \( m = L, H \), and \( \text{prob}(s_{t+1} = m \text{ and } S_{t+1} = S) = \text{prob}(s_{t+1} = m) \times \Pi \), because the two signals are independently distributed. The expression in the brackets describes their expected utility from the same contract one period later, \( t + 1 \), given that they will receive the signal \((s_{t+1}, S) = (m, S)\). If the signal means that their ex post beliefs differ from their prior beliefs then the allocation which they will receive might differ from the one specified by the contract (i.e., \( c_{*}^{R} \)). For those signals where their ex post beliefs equal their prior beliefs, i.e.,

\[
\text{prob}(\bar{R}_t = L \mid s_{t+1}, S_{t+1}) = p,
\]

their expected utility is given by:

\[
\pi V_1(c_{11}, c_{21H}, c_{21L} \mid (m, S)) + (1 - \pi)V_2(c_{12}, c_{22H}, c_{22L} \mid (m, S)) = \pi V_1(c_{11}^*, c_{21H}^*, c_{21L}^*) + (1 - \pi)V_2(c_{12}^*, c_{22H}^*, c_{22L}^*).
\]

If the expression in Eq. (7) is greater than the expected utility derived from autarky, then the depositors will accept the deposit contract even if there is a possibility of a bank run.

4. An example

Following JB, let \( U(c) = \sqrt{c}, 0 < \beta_1 < \beta_2 = 1 \). After substituting the above expressions in Eq. (2) and Eq. (4), and noticing that only Eq. (4a) is binding, we obtain the following solution for the bank’s problem:

\[
c_{11}^* = \frac{1}{\pi(1 + \beta_2 A^2 H) + (1 - \pi)(K_1^2 + A^2 K_2^2 H)},
\]

\[
c_{12}^* = K_2 c_{11}^*,
\]

\[
c_{21H}^* = (A \beta H)^2 c_{11}^*,
\]

\[
c_{21L}^* = c_{11}^* (L/H),
\]

\[
c_{22H}^* = (A K_2 H)^2 c_{11}^*,
\]

\[
c_{22L}^* = c_{22H}^* (L/H),
\]
where
\[
A = (1 - p) + p(L/H)^{1/2},
\]
\[
K_1 = \frac{1 + \beta A^2 H [\beta - \pi(1 - \beta)]}{1 + \beta A^2 H [1 - \pi(1 - \beta)]},
\]
\[
K_2 = \frac{1 + \beta^2 A^2 H [1 - \pi(1 - \beta)]}{1 + \beta A^2 H [1 - \pi(1 - \beta)]}.
\]

As JB suggest, we can interpret the above allocations as follows: if \( R = H \) then the bank is considered solvent and pays at the end of the second period its promised payments, \( c_{11}^H \) and \( c_{21}^H \); if \( R = L \) then the bank is considered insolvent and it pays \( L/H \) of its promised payments. The above allocation satisfies the following conditions:
\[
c_{11}^H > c_{12}^H, \quad c_{21}^H < c_{22}^H, \quad R = L, H.
\]

4.1. Bank Runs

With their updated priors in the second period, depositors might be able to improve their individual well-being by misrepresenting their types. The next step is to find under what conditions the above allocation ceases to be incentive compatible.

Define \( \text{prob}(\tilde{R} = L \mid s, S) \equiv p' \). Suppose the posterior beliefs \( p' \) given the realized state \((s, S)\), are not equal to \( p \). Then the following expressions describe the conditional expected utility for the two types given that they reveal their true preferences:

\[
EU(\text{type 1}) = \{1 + \beta^2(1 - p')A H + \beta^2 p' A H (L/H)^{1/2}\} (c_{11}^H)^{1/2}, \quad (8)
\]
\[
EU(\text{type 2}) = \{K_1 + (1 - p')A K H_2 + p' A K H_2 (L/H)^{1/2}\} (c_{12}^H)^{1/2}. \quad (9)
\]

Let \( A' = (1 - p') + p'(L/H)^{1/2} \). Then Eqs. (8) and (9) can be rewritten as Eqs. (8') and (9'):

\[
\{1 + A^2 A' H\} (c_{11}^H)^{1/2} \quad (8')
\]
\[
\{K_1 + A K_2 A' H\} (c_{12}^H)^{1/2} \quad (9')
\]

Eq. (4a) which is the binding self-selection constraint can be written as Eq. (10):

\[
1 + \beta(1 - p)A \beta H + \beta p A \beta H (L/H)^{1/2} = K_1 + \beta(1 - p)A K H_2 + \beta p A K H_2 (L/H)^{1/2},
\]

or

\[
(1 - K_1) = \beta A^2 H (K_2 - \beta). \quad (10)
\]

RESULT 1 (JB): If \( \beta A > A' \), then the type 2 allocation will not be incentive compatible.
Proof: From Eqs. (8) and (9), type 2 depositors will pretend to be type 1, if
\[ K_1 + A HK_2 A' < 1 + A \beta H A' \]

or
\[ 1 - K_1 > A H A'(K_2 - \beta). \]

Substituting Eq. (10) for the left-hand side of the above expression we get the desired result.

The above condition is satisfied for relatively high values of \( p' \). Because the posterior probability of bank insolvency is high, type 2 depositors prefer allocations which allow them higher early withdrawals. Given that \( c_0^1 > c_0^2 \), the bank will be unable to meet all withdrawal demands. Therefore, it is assumed that the bank, which cannot distinguish among types, will serve depositors on a first-in, first-served basis. That means that each depositor gets the type 1 allocation with probability \( \pi \). Therefore, the expected utility of each type under this arrangement is given by:

\[
EU(\text{type 1}) = \left[ \pi \left( 1 + \beta^2 A' AH \right) + (1 - \pi) \left( K_1 + \beta K_2 A' AH \right) \right] (c_0^1)^{1/2},
\]

and

\[
EU(\text{type 2}) = \left[ \pi \left( 1 + \beta A' AH \right) + (1 - \pi) \left( K_1 + K_2 A' AH \right) \right] (c_0^2)^{1/2}.
\]

The next result shows what happens when the posterior probability of bank insolvency is low. In this case, type 1 depositors pretend to be type 2, since the higher expected return compensates them for their impatience.

RESULT 2: If \( A < A' \), then the type 1 allocation will not be incentive compatible. Proof: From Eqs. (8) and (9), type 1 depositors will pretend to be type 2, if
\[ 1 + A \beta^2 H A' < K_1 + A HK_2 A' \]

or
\[ 1 - K_1 < AA' \beta H (K_2 - \beta). \]

Substituting Eq. (10) for the left-hand side of the above expression we get the desired result.

The above condition is satisfied for every \( p' < p \). Since type 1 depositors believe that the probability of bank insolvency is low, they prefer to leave their funds at the bank for one more period and take advantage of the higher expected return on the bank’s assets. In this case the excess reserves, \( \pi(c_0^1 - c_0^2) \), will stay at the bank until the end of the second period, when the bank is liquidated and all remaining funds are divided equally among the depositors, each one receiving \( \pi(c_0^1 - c_0^2) + \left[ \pi c_{0,r}^1 + (1 - \pi) c_{0,r}^2 \right] \), where the second term denotes the total return from the illiquid technology. Then the expected utility of type \( j \) depositor given this arrangement is given by:
Let us take a closer look at the two results. Because the prior belief \( p \) is a weighted average of all possible posterior beliefs \( p' \), [see Eq. (6)], there will be at least one \( p' \) such that type 1 depositors will pretend to be type 2. However, this does not cause any problems for the bank. On the other hand it is possible that for some states, type 2 depositors will prefer the type 1 allocation. In these states the bank will be unable to meet the demand for liquidity. These are the important states for our study. As depositors learn the state of the economy and observe the solvency status of those banks established one period earlier, they update their beliefs about the distribution of returns of their own bank. After observing that banks established one period earlier become insolvent and that the state of the economy indicates a positive correlation among the returns in the banking system, depositors conclude that the probability that their own bank will become insolvent has increased. As both types attempt to make high withdrawals the banks reserves are depleted. The run is caused by factors not directly related to the bank’s financial performance and the bank is facing liquidity problems without being necessarily insolvent.

4.2. Autarky

The following program gives the solution for the autarkic equilibrium:

\[
V^*_a = \max_{i,2} \pi (c_1^{1/2} + \beta (c_2^{1/2} A)) + (1 - \pi) (c_1^{1/2} + (c_2^{1/2} A))
\]

subject to:

\[
c_1 + c_2 H = 1,
\]

where we defined, \( c_{2H} \equiv c_2 \) and \( c_{2L} \equiv c_2 (L/H) \). The above formulation is consistent with the available technologies, because, as we show in Appendix 1, agents never choose to invest in the storage technology in the third period. Let \( B \equiv \pi \beta + (1 - \pi) \). Then we obtain the following solutions:

\[
c^*_1 = \frac{1}{1 + HA^2 B^2}, \quad c^*_2 = \frac{HA^2 B^2}{1 + HA^2 B^2}.
\]

5. Numerical examples

In this section we present numerical examples which compare the performance of the deposit contract as given by Eq. (7) to that of autarky. In all examples the following parameters remain constant: \( \pi = 0.5, \beta = 0.8, \ p = 0.4, \ pL + (1 - p)H = 1.4 \) and \( n = 3 \).
We are interested in three types of experiments. The first concerns the responses of the deposit contract and autarky to changes in the variability of the risky asset return. Keeping the mean constant, we have considered the following values for $L$: 0.5, 0.8, 1.1, 1.4. The second experiment involves a variation in the probability distribution of the three states of the economy keeping the transitional probability matrices (i.e., the correlation in asset returns across banks) constant. More specifically define

\[ S_i = \frac{p_i(L|L)}{p_i(H|L)} \frac{p_i(L|H)}{p_i(H|H)}, \]

$S_i$ is the transitional probability matrix for state $i$, $(i = 1, \ldots, n)$. Then let

$S_1 = \begin{pmatrix} 0.8 & 0.6 \\ 0.2 & 0.4 \end{pmatrix}$, $S_2 = \begin{pmatrix} 0.4 & 0.4 \\ 0.6 & 0.6 \end{pmatrix}$, $S_3 = \begin{pmatrix} 0.0 & 0.2 \\ 1.0 & 0.8 \end{pmatrix}$.

$S_1$ signals “bad” news—not only that the posterior probability of insolvency is high, but that probability is even higher when other banks are insolvent. At the other extreme, $S_3$ signals “good” news about the economy in general and banking in particular. Notice that at $S_2$ the posterior probability distribution is the same as the prior one.

Fig. 1 shows the results of these two experiments. The C1 line (dotted line) shows the variation in the expected utility derived from the deposit contract as $L$ takes different values and $\Pi_1 = 0.2$, $\Pi_2 = 0.6$, and $\Pi_3 = 0.2$. The C2 line (dashed line) shows the same relationship for $\Pi_1 = 0.1$, $\Pi_2 = 0.8$, and $\Pi_3 = 0.1$. The A line (solid line) shows the expected utility from autarky. Notice that there is only one line for autarky because the autarkic allocation is not affected by the change in the probability distribution. All three lines are upward sloping, which indicates that a decrease in risk improves the performance of both deposits and autarky. However, as the asset becomes less risky, the deposit contract performs relatively better than autarky. JB found a similar result when they compared the deposit contract to equity shares. The C2 line is above the C1 line because in the former case the “bad” state has a lower probability.
The third experiment involves variations in the correlation in asset returns across banks, keeping the probability distribution of the three states the same, \( P_1 = 0.2 \), \( P_2 = 0.6 \), and \( P_3 = 0.2 \). We consider four cases. For case a the three probability transitional matrices are the same as in the above example. The corresponding matrices for cases b and c are shown below:

\[
\begin{align*}
\text{b: } S_1 &= \begin{pmatrix} 0.8 & 0.4 \\ 0.2 & 0.6 \end{pmatrix}, & S_2 &= \begin{pmatrix} 0.4 & 0.4 \\ 0.6 & 0.6 \end{pmatrix}, & S_3 &= \begin{pmatrix} 0.0 & 0.4 \\ 1.0 & 0.6 \end{pmatrix}, \\
\text{c: } S_1 &= \begin{pmatrix} 0.6 & 0.4 \\ 0.4 & 0.6 \end{pmatrix}, & S_2 &= \begin{pmatrix} 0.4 & 0.4 \\ 0.6 & 0.6 \end{pmatrix}, & S_3 &= \begin{pmatrix} 0.2 & 0.4 \\ 0.8 & 0.6 \end{pmatrix}.
\end{align*}
\]

For case d the returns are not correlated. Notice that as we move from case a to case d the degree of correlation decreases.

Fig. 2 shows the results. Notice that because the above changes do not affect the autarkic equilibrium the A line (solid) is horizontal. However, as we move from a to d the deposit contract [C line (dashed)] performs better since the correlation of bank returns in the “bad” state gets weaker.

6. Concluding comments

In this paper, we have presented an OLG model of the propagation process of bank runs. Instead of using the OLG framework we could have developed a simple three-period multi-bank model. The benefit of the additional complexity, however, is that the OLG framework treats all banks symmetrically. In a three-period model all banks would be subject to an aggregate shock, but only one bank’s depositors would receive interim information about the shock. As other depositors observe a run at the bank with the informed depositors, they might attempt to close their own accounts, depending on their beliefs about the correlation between bank returns. The overlapping generations framework avoids this asymmetry. There is no \textit{a priori} distinction between informed and uninformed depositors. Ultimately, only changes
in the state of the economy can lead to a bank panic. We have shown that under certain conditions—in an unregulated environment—bank runs can be contagious. Before we reach any policy conclusions we need to examine carefully the following two issues.

The first issue is related to the causes of bank panics. Does the possibility of a run on one bank causing a run on other solvent banks necessarily mean that the banking system is inherently unstable? The answer is negative. In our model, bank runs become contagious only during periods of economic downturns. The shape of the economy determines whether bank runs will spread throughout the system.

The second issue addresses directly the external effects of a bank failure. Even if an insolvent bank alone cannot trigger a widespread panic, it still sends a signal that, during a period of macroeconomic instability, can have adverse effects on other banks. These banks will face a liquidity shortage and, unless they manage to overcome it, they can become insolvent. In our model, to keep the analysis simple we have assumed that the long-term technology is irreversible. Following Diamond and Dybvig (1983), we can let this technology be only partially irreversible, thus capturing the effects of imperfect capital markets on the value of banking assets. In this situation, suspension of convertibility of deposits into currency can provide time to solvent banks to work out their liquidity problems. After all, this is exactly the policy that banks have followed during the National Banking System with the help of privately established clearinghouses.

Appendix 1

We show that under autarky depositors will not invest in the storage technology at the end of the first period. Let \((1 - p)H^{-1/2} + pL^{-1/2} < 1\) and \(B^2A^2H \geq 1\), conditions satisfied by the numerical example.

If we solve the optimization problem for type 1 depositors, we can establish an upper bound for the investment in the storage technology, since these depositors have the higher discount factor (lower \(\beta\)). The optimal solution of this problem requires:

\[
(1 - c_1^*)/c_1 = B^2A^2H \geq 1,
\]

where \((1 - c_1^*)H\) is substituted for \(c_2\). Then \(c_1^* < 0.5\), is the desired upper bound. Notice that \(c_1\) denotes the amount invested in the storage technology at the beginning of the first period which is not necessarily equal to first period consumption.

Next consider the expected utility of type 2 depositors at the end of the second period. Let \(0 \leq \delta \leq c_1^*\), denote the amount they will invest in the storage technology at the end of the first period. If we can show that \(\delta = 0\) when \(c_1 = 0.5\) then \(\delta\) must be equal to 0 for any \(c_1^* < 0.5\). The expected utility of type 2 depositors when \(c_1 = 0.5\), is given by:

\[
(0.5 - \delta)^{1/2} + (1 - p) \left[ 0.5H + \delta \right]^{1/2} + p \left[ 0.5L + \delta \right]^{1/2} = W(\delta).
\]

Given that \((1 - p)H^{-1/2} + pL^{-1/2} < 1\), it is straightforward to show that \(W'(0) < 0\). Since \(W(\delta)\) is concave in \(\delta\), \(W''(\delta) < 0\), it follows that \(W(\delta)\) attains a maximum at \(\delta = 0\), which is the desired result.
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Notes

3. Timberlake (1984) traces the development of clearinghouses and analyzes their role in Central Banking.
6. Preventing the insolvency of the banking system also led President Roosevelt in 1933 and, more recently, the governors of Ohio and Maryland in 1985 to declare bank holidays, thus postponing the convertibility of deposits into currency. However, Wigmore (1987) argues that the objective of the bank holiday of 1933 was not to postpone the convertibility of deposits into currency but to protect the banking system from running out of gold.
7. For simplicity, we compare the performance of the deposit contract to autarky instead of to the market for equity shares considered by Jacklin and Bhattacharya (1988).
8. In Jacklin and Bhattacharya (1988) the storage technology is not available in the third period.
9. Given this assumption, it is convenient to drop the subscripts and define $\beta_t = \beta$.
10. Freeman (1988), Loewy (1991), and Qi (1994) are other examples of banking models which use the overlapping generations framework.
11. Following Freeman (1988), we assume a sequence of finite-lived banks (i.e. a bank is generation specific).
12. Heterogeneity of agents with respect to the information structure is considered in Chari and Jagannathan (1988) and JB.
13. Allowing for either serial correlation in the states of the economy or statistically dependence of the two signals would complicate considerably the model without promising any new insight.
14. Notice that $b(t-2)$ is liquidated at $t$; therefore, this information is irrelevant for its depositors.

15. In our model the dimension of $(s_t, S_t)$ is equal to $2 \times n$ for every $t$.

16. Our approach of assuming that variables are observable, but not contractible, follows the work on incomplete contracts; see Aghion and Bolton (1992).

17. To simplify notations, we drop the time subscripts.

18. Because of a typographical error in JB the expression for $K_t$ is slightly different.

19. This is possible because, contrary to JB, here it is assumed that the storage technology is available in the third period.

20. The slight negative correlation between the returns in $S_3$ offsets the positive correlation in $S_1$ so that the signal $s$ remains uninformative.
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