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I. Introduction

In the Netherlands, as in many other countries, crime is an important social and economic issue. What are the causes of crime trends in the Netherlands? And how can crime be countered by the law enforcement system in the most effective and efficient way? What will be the inmate population of the prison system in the years to come? These are key questions for policymakers. Economists of crime try to answer these questions, continuing a tradition that goes back to Becker (1968).

The Social and Cultural Planning Office has developed a model of those parts of the Dutch law enforcement system that are relevant to the above questions. This article describes that model, which uses macroeconometric estimations to link the crime rates, the responses of the law enforcement system, and the inputs into that system. These estimations are then used to formulate forecasts and scenarios for the Dutch law enforcement system for the period 1996 to 2002. Questions that the model can answer are: Is the law enforcement system able to produce more repression with the same funding? What additional resources does the government need to apply to reduce crime by 1%, given an efficient production of repression and given specific demographic and social developments?

II. A Macroeconomic Model for Crime and the Law Enforcement System

Figure 1 sketches the principal flows within the law enforcement system. Crime depends on factors such as the functioning of the police, the public prosecutions department, the administration of justice, and the prison system. These institutions, respectively, clear up crimes, prosecute and judge criminal cases, and lock up criminals. Their outputs may affect the behavior of potential criminals. Potential criminals can be influenced by the likelihood of being arrested, the likelihood of being punished, and the severity of the punishments dealt out (i.e., the amounts of fines and the lengths of prison sentences).

---

1The Ministry of Justice uses the model presented here in the process of planning the capacity of the prison system. The development of the model is still going on. We are presenting here a preliminary version.
In formulating a macroeconomic model for a law enforcement system, one must bear in mind that action in one part of the system has consequences for other parts. If the police clear up more crimes, if the public prosecutor receives more cases, and if the cases are not dropped, the judge gets more cases too. Subsequently, if more prison sentences are meted out, more cells are needed. The greater probability of being
arrested by the police and the fact that more criminals are in prison (incapacitation effect) will probably reduce crime. This in turn will affect the activities of the police. From this point the reasoning can be repeated. We therefore ultimately need a simultaneous and interrelated model.

The full model incorporates the following relationships:

1. Relationships of the number of victimizing crimes of various types *per capita* to:
   - the probability of being arrested
   - the probability of being punished if arrested
   - the probability of being locked up in prison if punished
   - the average term of imprisonment if applied (as well a deterrence as an incapacitation effect)
   - demographic and socioeconomic variables

2. Relationships modeling the production structure of the police force. The endogenous output variables are the numbers of crime solutions of all the types of crimes considered (victimizing and victimless). Inputs are fixed by the government and are, thus, treated here as exogenous to the system.

3. Relationships modeling the production structure of the public prosecutions department and the judicial system. In the Netherlands these institutions form one organization. This organization “produces” guilty verdicts. As with the police, inputs are fixed by the government and are, therefore, treated as exogenous to the system.

4. Functions that describe the behavior of public prosecutors and judges in terms of the percentages of prison sentences of various time lengths for various types of crime.

Relationships 1 to 4 will be estimated empirically by time-series analyses. The data have been collected mainly from statistical publications of the Dutch Central Office for Statistics.

The rest of this article discusses the above relationships and their estimations. Finally, some simulations are presented.

### III. Analyses of Crime

This section presents a time-series macroeconomic model of crime. The selection of explanatory variables is based both on criminological and economic theoretical notions regarding the causes of crime. Of course, we restrict ourselves to those notions that are relevant and can be “translated” into variables at a macroeconomic level.

The criminological theoretical notions can be roughly divided into three types. The first type stresses the importance of *norms* or the absence of them. Social instability and cultural shocks may play a role here. Variables representing this type of theoretical notion are: age (proportion of young men); family status (proportion of divorced people); cultural background (proportion of non-native people); and number of drug addicts.

The second theoretical approach accentuates the relevance of social position and legal opportunities for the potential offender. Variables coming into play here are: unemployment (proportion of unemployed) and (legal) income (average real net income).

A third approach stresses the relevance of the opportunities for the potential offender to commit a crime. These are related to the relative wealth of some in society.
(approximated by the Theil measure of income inequality) and to the presence of cars (number of motor vehicles per capita).

The economic approach stresses the importance of legal opportunities to crime and the possibilities of making lucrative gains in the illegal circuit. These are influenced both by the opportunities provided by potential victims and the (expected) reaction of the law enforcement system, resulting in the crime clear-up rate and the probability and severity of punishment.

It is clear that there is not always a unique relationship between explanatory variables and theoretical notions. Legal opportunities play a role both in the second criminological and in the economic approaches. So, the results are not meant to test one theoretical notion against another. Rather, it is our intention to link crime trends at the macro level as well as possible to trends in society of a demographic, social, and economic nature that are autonomous from the law enforcement system on the one side and from the reaction of the law enforcement system on the other side. Note also that average income as income inequality are explanatory variables in the analysis.

The effects of the probability of arrest (expressed below in terms of crime clear-up rates), the probability of punishment, the probability of imprisonment, and the length of the probable prison sentence express themselves in two different ways. They may have a preventive or deterrent effect, because a greater probability of being caught or the prospect of a higher sentence may cause potential offenders to decide not to commit a crime. There may also be an incapacitation effect, because imprisonment prevents offenders from reoffending for the duration of their term in prison.

In the empirical literature, the distinction between these effects has not always been drawn successfully. See Wolpin (1978)\(^2\) and Van Tulder (1994) for exceptions. We will not explicitly distinguish and estimate these two types of effects in the time-series model we use here. The probability of receiving a prison sentence and the expected term of the sentence incorporate both effects. In a cross-sectional analysis by Van Tulder (1994), in which the two effects were separately treated, 100% of the total effect seemed to consist of the incapacitation effect (so that the deterrent effect was zero).

Crimes can be broken down into two categories: those that victimize and those that do not. Violence and theft immediately produce victims. Drunk driving and crimes against drug laws generally do not.\(^3\) In the case of the so-called victimizing crimes, registration by the police depends to a great extent on the informing behavior of the victims, and not all registered crimes are cleared up. In contrast to victimizing crimes, the number of registered victimless crimes is almost exactly equal to the number of crimes cleared up by the police. So the clear-up rate is nearly 100%. However, the real level of the victimless crimes remains unknown, because there are no victims to inform the police and because the police do not observe all the crimes themselves. For this reason, we have restricted our macro time-series analyses to four types of victimizing crimes. We have distinguished violence (including serious sexual crimes), petty thefts, aggravated thefts, and “other crimes” (with drunk driving and crimes against drug laws excluded).

To avoid multicollinearity and cointegration problems, each relationship is estimated

---

\(^2\)Some tried to estimate the incapacitation effect by theoretical probability models, e.g., Shinnar and Shinnar (1975). Cohen (1978) presents an overview.

\(^3\)This doesn’t mean there are never victims. Sometimes drunk driving causes an accident. In addition, crimes against drug laws have a serious negative influence on society.
in first differences. In addition, to avoid “simultaneity bias,” the relationship is estimated with a two-stage least squares technique, namely, the instrumental variables technique. Table 1 shows the results of our time-series analyses. Because the model has been estimated in logarithms, the coefficients are elasticities.

Several specifications were tried for the above relationships. In these analyses the constant term never became significant, and because a constant term representing a trend has no theoretical justification, it has been omitted. In addition, no variables with unexpected signs were significantly correlated. All variables the coefficients of which had incorrect signs have been omitted from the estimations presented above, so that only those with the right sign remain.

For violence, petty (simple) theft and other crimes, the coefficient of the clear-up fraction was significantly negative. This means that a rise in the clear-up rate for one of

---

**Table 1. Analysis of recorded crime per capita, 1957–1995**

<table>
<thead>
<tr>
<th></th>
<th>Violence</th>
<th>Petty Thefts</th>
<th>Aggravated Thefts</th>
<th>Other Crimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clear-up rate</td>
<td>−1.65 (2.7)*</td>
<td>−0.64 (2.3)*</td>
<td>—</td>
<td>−0.64 (2.5)*</td>
</tr>
<tr>
<td>Probability of being punished</td>
<td>−0.59 (1.1)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Probability of being imprisoned if punished</td>
<td>−0.22 (1.4)</td>
<td>—</td>
<td>−0.26 (1.3)</td>
<td>−0.03 (0.4)</td>
</tr>
<tr>
<td>Average term of imprisonment in days</td>
<td>−0.30 (2.1)*</td>
<td>—</td>
<td>−0.05 (0.1)</td>
<td>−0.07 (1.0)</td>
</tr>
<tr>
<td>Young men per capita</td>
<td>—</td>
<td>2.35 (2.1)*</td>
<td>—</td>
<td>2.45 (2.5)*</td>
</tr>
<tr>
<td>Divorced per capita</td>
<td>0.32 (1.2)</td>
<td>0.13 (0.7)</td>
<td>0.11 (0.3)</td>
<td>0.34 (2.0)*</td>
</tr>
<tr>
<td>Non-natives per capita</td>
<td>—</td>
<td>—</td>
<td>0.35 (0.8)</td>
<td>—</td>
</tr>
<tr>
<td>Unemployed per capita</td>
<td>0.26 (1.6)</td>
<td>0.11 (0.6)</td>
<td>0.60 (2.2)*</td>
<td>0.11 (0.9)</td>
</tr>
<tr>
<td>Average income per capita</td>
<td>0.04 (0.2)</td>
<td>−0.09 (0.2)</td>
<td>−0.67 (0.9)</td>
<td>−0.21 (0.6)</td>
</tr>
<tr>
<td>Theil coefficient</td>
<td>0.98 (2.2)*</td>
<td>0.16 (0.4)</td>
<td>0.51 (0.9)</td>
<td>0.38 (1.5)</td>
</tr>
<tr>
<td>Clinic admissions of drug addicts per capita</td>
<td>—</td>
<td>0.21 (2.8)*</td>
<td>0.24 (2.0)*</td>
<td>—</td>
</tr>
<tr>
<td>Motor vehicles per capita</td>
<td>—</td>
<td>0.28 (1.1)</td>
<td>1.10 (2.4)*</td>
<td>0.14 (0.7)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>R²</td>
<td>0.467</td>
<td>0.597</td>
<td>0.465</td>
<td>0.616</td>
</tr>
<tr>
<td>R² (adjusted)</td>
<td>0.347</td>
<td>0.506</td>
<td>0.322</td>
<td>0.514</td>
</tr>
<tr>
<td>Durbin-Watson</td>
<td>2.11</td>
<td>1.71</td>
<td>1.96</td>
<td>2.16</td>
</tr>
<tr>
<td>Test for stability (F-test)</td>
<td>1.39</td>
<td>1.53</td>
<td>0.49</td>
<td>1.65</td>
</tr>
<tr>
<td>Dickey-Fuller test</td>
<td>6.29*</td>
<td>−5.74*</td>
<td>−6.3*</td>
<td>−6.46*</td>
</tr>
</tbody>
</table>

Notes: See Appendix for the mathematical specification of the whole model. A simultaneous estimation procedure is used. The method of estimation is “2-stage least squares,” namely, the instrumental variables technique. Coefficients marked with * are significant at 5% level, t values in brackets.

As well a deterrence as an incapacitation effect.

Including the number of incapacitated.

\(T_{0.05} = 2.37\) for all types of crime. This test assesses stability by dividing the set into two parts and estimating both parts separately.

The Dickey-Fuller test is a test for cointegration. For test values that differ significantly from 0, the hypotheses of integration (nonstationary) is rejected.

in first differences. In addition, to avoid “simultaneity bias,” the relationship is estimated with a two-stage least squares technique, namely, the instrumental variables technique. Table 1 shows the results of our time-series analyses. Because the model has been estimated in logarithms, the coefficients are elasticities.

Several specifications were tried for the above relationships. In these analyses the constant term never became significant, and because a constant term representing a trend has no theoretical justification, it has been omitted. In addition, no variables with unexpected signs were significantly correlated. All variables the coefficients of which had incorrect signs have been omitted from the estimations presented above, so that only those with the right sign remain.

For violence, petty (simple) theft and other crimes, the coefficient of the clear-up fraction was significantly negative. This means that a rise in the clear-up rate for one of

---

4For violence we succeeded in constructing a long-term relationship in levels and first differences which meets the cointegration criteria. For the other types of crime we have not yet managed to construct such a relationship. We have therefore had to restrict ourselves to first differences.

5The instruments used are all independent variables of the whole model.
those types of crime would reduce the level of that type of crime. An increase in the clear-up rate by 1% would lead to a crime decrease of 1.65% for violence, 0.64% for simple theft, and likewise 0.64% for other crimes. The probability of being punished and the probability of being imprisoned never achieve significant coefficients. The average term of imprisonment is significant only for violence (0.30).

The results are in agreement with the literature, which finds generally significant elasticities of the probability of arrest or sanctions on crime and somewhat lower elasticities of severity of punishment [see Eide (forthcoming)].

With respect to the demographic and socioeconomic variables, the following observations can be made: Rising income inequalities (Theil coefficient) have a stimulating effect on violence. A growth of 1% of the Theil coefficient leads to a growth of 0.98% in violence. The pattern in petty thefts is significantly affected by changes in the number of young men and the number of drug addicts (roughly approximated by the numbers of clinic admissions). A rise in the numbers of young men or drug addicts by 1% boosts the number of simple thefts by 2.35% and 0.21%, respectively. An interesting finding is that a 1% growth in unemployed persons or incapacitated persons increases aggravated theft by 0.60%. Drug addicts and motor vehicles also have a positive influence on aggravated thefts. Their elasticities are 0.24 and 1.1 respectively. A rise in the number of divorced persons *per capita* causes an increase in “other crimes.” The elasticity is 0.34%. Other demographic or socioeconomic relationships show insignificant results.

The (adjusted) $R^2$ is quite low for all four relationships. This results from the use of first differences. Similar relationships based on levels yield an $R^2$ of 0.99. The values of the Durbin-Watson statistics are very reasonable (around 2.0). There seems to be no serious positive or negative autocorrelation. The values of the F-statistics show that the hypothesis of stable relationships cannot be rejected. The Durbin-Watson and the Dickey-Fuller statistics indicate an absence of integration problems.

In Van Tulder (1994), similar analyses were presented for cross-sectional data, with very similar results. The coefficient of the probability of being arrested was significantly negative for most types of crime, too, whereas none of the other preventive variables produced a significant coefficient. Several of the comparable demographic and socioeconomic variables did produce significant coefficients, although in the cross-sectional analyses the $t$ values averaged larger than in our analyses. Contrary to the cross-sectional analyses, average income in our time-series analyses yields a negative coefficient in most cases, although never significant.

Which effects are more crucial for explaining criminal behavior: deterrent (or repressive) variables or demographic and socioeconomic variables? To obtain an impression, we estimated all four criminal relationships twice more, once omitting the demographic and socioeconomic variables and once omitting the deterrent variables. The results for the squared correlation coefficients ($R^2$) are presented in Table 2.

For violence, petty thefts, and other crimes, the $R^2$ was larger for the demographic and socioeconomic variables. For aggravated thefts, it was larger for the deterrent variables.

### IV. Analysis of Production Structure

Productivity studies can be found in the literature, particularly for the police departments and to a lesser extent for the judicial authorities and the prison system. Examples of productivity studies about the police are Carr-Hill and Stern (1979), Darrough and Heineke (1978, 1979), Phillips and Votey (1981), and Gyimah-Brempong (1989). One
A further weakness is that the theoretical frameworks are not entirely satisfactory in many cases [see also Goudriaan and Van Tulder (1993) and Van Tulder (1993)]. As elsewhere in the public sector, “producers” in the law enforcement system often produce a whole range of products. In the absence of market prices, these cannot easily be aggregated. It proves difficult to estimate production functions when the production is endogenous and has to be integrated into one criterion. Cost functions, which have endogenous costs, do not present this problem, but they often inadequately reflect the situation in which public sector producers find themselves. Such producers have exogenously determined budgets with which, in combination with the available production technology, they are expected to provide various outputs.

At the macroeconomic level, we have to use a relatively simple model. The model assumes value maximization of outputs, with weights that are not known a priori. We further assume that the production processes of the police and the courts can be separated into various parts. Earlier research [Goudriaan et al. (1989); Van Tulder (1994)] has suggested that economies of scope are not important, except in the relationship between the recording and the clearing up of crimes. This information is used here.

The model chosen is similar to that of Phillips and Votey (1981, pp. 172–186) and can be formulated as follows. The police maximize the value of the utility function

\[ U = \prod_{i=1}^{n} U_{p_i}^\theta, \]

with

\[ U \quad = \text{utility} \]
\[ U_{p_i} \quad = \text{the number of clear-ups of different types of crime (i = 1, ..., n)} \]
\[ n \quad = \text{number of types of crime} \]
\[ \theta_i \quad = \text{constant (i = 1, ..., n)} \]

We assume furthermore that a production function can be formulated for each of the outputs mentioned:

\[ U_{p_i} = \epsilon \epsilon^{\theta_i} G_{p_i}^{b_{p_i}} X P_{p_i}^{b_{p_i}}, \]
with

\[ \text{Cr}_i = \text{number of crimes of type } i \ (i = 1,...,n) \]
\[ \text{XP}_i = \text{volume of police inputs (labor and material, measured as deflated costs), applied to produce output of type } i \ (i = 1,...,n) \]
\[ f(t) = \text{function of time, e.g., a linear function of time} \]
\[ e = \text{exponential function} \]
\[ c, \gamma_i, \sigma_1, \sigma_2 = \text{constants} \ (i = 1,...,n) \]

In that case, the proportion of the inputs used to produce one type of output remains constant over time. Obviously, this is a convenient simplification. If \( b(t) \) is a linear function of time, relationships then can be derived of the type:

\[ \Delta \log U_p = \gamma_i + \delta_1 \Delta \log \text{Cr}_i + \delta_2 \Delta \log \text{XP} \quad i = 1, \ldots, n. \]

These relationships will be estimated. The number of recorded crimes is not used in the relationships involving the clear-ups of victimless crimes (drunk driving and drug trafficking). In these cases, the effects of underlying social problems are measured very roughly by using the number of motor vehicles and the number of drug-related admissions to hospitals, respectively. These indicators are very imperfect of course, but they are the most sensible now available. The empirical estimates will show their relevance.

In view of the strong multicollinearity between variables in the model, we use an additional assumption. As far as no specific economies of scale are present, we believe we are justified in assuming that a rise of, say, 10% in both the police inputs and the number of recorded crimes also leads to a 10% rise in the number of crimes cleared up.\(^6\)

Scale economies and technological developments merit specific attention. Technical developments in police investigations and in the methods used by criminals may have their effects, and these have been incorporated into a time-trend variable. It cannot be ruled out that this trend variable also incorporates scale effects. Microeconomic analyses show that medium-sized police departments are most productive and that small and large departments are the least productive. The problem with a time-series analysis at the national level is that scale economies (which are not linear with size of department) cannot be incorporated exactly. This analysis is based on the average police department. Roughly speaking, the average department grew in the first half of the period of analysis towards the optimal scale (1957 to 1975). In the second half (1976 to 1995), the average department increasingly exceeded the optimal scale. Although this average gives only a limited indication, it is possible that the time trend differs between the first and the second half of the period. This possibility has, therefore, been taken into account in the analysis.

Another point of interest is the reorganization of the Dutch police, which took place in 1994. It involved mergers of 148 municipal police departments and 1 national police force into 25 regional police departments. The reorganization may have had effects on output, which are incorporated into the model by the use of a dummy variable.

Finally, a new technology to check on drunk driving was introduced in 1974. This has been captured by a technological dummy variable.

\(^6\)In technical terms, the number of crimes cleared up is homogeneous of degree 1 in inputs and recorded crimes.
Table 3 presents the estimates (in first differences) of the submodel of the crime clear-up. The coefficients of recorded crimes (problem indicators for victimless crimes) and of police inputs are elasticities. Significant estimations (at 5% level) are marked by an *.

A 1% rise in the number of recorded crimes/problems, with the police inputs remaining unchanged, brings about a rise in cleared-up crimes ranging from 0.75% for drug trafficking to nearly 1% for violent crimes. In the latter case, victims often are able to give the police information about the offenders. It will come as no surprise that an increase in police inputs has the greatest relative effect, although not statistically significant, on clear-ups of crimes like drunk driving and drug trafficking that are wholly dependent on police efforts. However, with these types of crime the $R^2$ is very limited, so important determinants of the growth rate of cleared crimes are not incorporated there. In addition, these relationships are not stable (see the significant F-values).

The results are roughly consistent with analyses performed on micro-level data [Van Tulder (1994), p.196].

The time-trend effects are generally negative and more strongly so in the second half of the period. The result of the reorganization is not very clear; For violent crimes even a negative effect is found.

V. Submodel of Guilty Verdicts

The police send the crimes they clear up to the criminal justice authorities (public prosecutors’ offices and courts), which prosecute the cases and “produce” guilty verdicts. The guilty verdicts are the sum of all financial settlements made by suspects with the public prosecutor and all convictions by the courts. Some cases are dismissed. This may be due to insufficient evidence or capacity shortage in the public prosecutors’ offices or courts. In some cases, acquittal occurs.

The model structure resembles that of the police. Justice authorities have to handle a given number of cases, which depends on the number of crimes cleared up by the police. The authorities are assumed to maximize a utility function of guilty verdicts for different types of crime. The number of total cases handled may influence the number of guilty verdicts: It replaces the number of recorded crimes in the police analysis. In addition, the volume of inputs into public prosecutions departments and courts has been incorporated into the analysis.

In view of the introduction of financial settlements by the public prosecutions departments in 1983 and the possible effects of scale increases in the second half of the period of analysis, the time trend again has been differentiated. Table 4 shows the results in a similar fashion to Table 3.

The $R^2$s (based on first differences) are very low, indicating that many other factors, not modeled here, are relevant. There may be a nonstationary error in the estimates for petty thefts and “other crimes.” Aggravated thefts and drug crimes show a high level for the F-statistic, meaning that these relationships are not stable. Therefore, some further research is needed.

The following preliminary results can be mentioned: A rise of 1% in the number of handled cases, while the inputs of the justice authorities remain equal, often causes the number of guilty verdicts to rise by less than 1%. This is clearest for drug trafficking and “other crimes.” The number of guilty verdicts is also dependent on justice authorities’ inputs here. But only aggravated thefts achieve a significant coefficient for inputs.
### Table 3. Analysis of police production (number of crimes cleared up), 1957–1995

<table>
<thead>
<tr>
<th></th>
<th>Violence</th>
<th>Petty Thefts</th>
<th>Aggravated Thefts</th>
<th>Drunk Driving</th>
<th>Drug Crimes</th>
<th>Other Crimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recorded crimes</td>
<td>0.98 (32.4)*</td>
<td>0.86 (13.8)*</td>
<td>0.93 (10.4)*</td>
<td>0.87 (5.5)*</td>
<td>0.75 (1.9)</td>
<td>0.94 (21.2)*</td>
</tr>
<tr>
<td>Total volume of inputs</td>
<td>0.02 (0.5)</td>
<td>0.14 (2.3)*</td>
<td>0.07 (0.7)</td>
<td>0.13 (0.8)</td>
<td>0.25 (0.7)</td>
<td>0.06 (1.3)</td>
</tr>
<tr>
<td>Trend</td>
<td>-0.01 (3.6)</td>
<td>-0.03 (2.9)*</td>
<td>-0.04 (2.3)*</td>
<td>-0.05 (1.9)</td>
<td>0.10 (1.3)</td>
<td>-0.02 (4.0)*</td>
</tr>
<tr>
<td>Extra trend, second period</td>
<td>-0.01 (1.3)</td>
<td>0.02 (1.1)</td>
<td>-0.02 (0.8)</td>
<td>-0.15 (3.5)*</td>
<td>-0.18 (1.5)</td>
<td>-0.02 (2.0)*</td>
</tr>
<tr>
<td>Reorganization dummy</td>
<td>-0.05 (2.4)*</td>
<td>0.01 (0.3)</td>
<td>0.03 (0.5)</td>
<td>0.14 (1.5)</td>
<td>0.02 (0.1)</td>
<td>-0.01 (0.5)</td>
</tr>
<tr>
<td>Technology dummy</td>
<td></td>
<td></td>
<td></td>
<td>0.16 (3.8)*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.85</td>
<td>0.57</td>
<td>0.69</td>
<td>0.38</td>
<td>0.00</td>
<td>0.69</td>
</tr>
<tr>
<td>$R^2$ (adjusted)</td>
<td>0.83</td>
<td>0.53</td>
<td>0.66</td>
<td>0.31</td>
<td>0.09</td>
<td>0.67</td>
</tr>
<tr>
<td>Durbin-Watson</td>
<td>2.03</td>
<td>1.64</td>
<td>2.02</td>
<td>2.07</td>
<td>2.64</td>
<td>1.6</td>
</tr>
<tr>
<td>Test for stability (F-test)$^\dagger$</td>
<td>0.79</td>
<td>0.19</td>
<td>1.66</td>
<td>2.79*</td>
<td>3.62*</td>
<td>1.54</td>
</tr>
<tr>
<td>Dickey-Fuller test$^2$</td>
<td>-6.21*</td>
<td>-5.1*</td>
<td>-6.47*</td>
<td>-6.20*</td>
<td>-8.25*</td>
<td>-5.77*</td>
</tr>
</tbody>
</table>

Notes: See Appendix for the mathematical specification of the whole model. A simultaneous estimation procedure is used. The method of estimation is "2-stage least squares" (an instrumental variables technique). Coefficients marked with * are significant at 5% level. $t$ values are in brackets.

$^1$ $t_{95} = 2.68$ for all types of crime, except for drunk driving; $t_{95}$ for drunk driving.

$^2$ This test assesses stability by dividing the set into two parts and estimating both parts separately. The Dickey-Fuller test is a test for cointegration. For test values that differ significantly from 0, the hypotheses of integration (non-stationary) is rejected.
<table>
<thead>
<tr>
<th>Violence</th>
<th>Petty Thefts</th>
<th>Aggravated Thefts</th>
<th>Drunk Driving</th>
<th>Drug Crimes</th>
<th>Other Crimes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cases handled</td>
<td>0.94 (7.1)*</td>
<td>1.00 (0)</td>
<td>0.95 (5.9)*</td>
<td>1.00 (0)</td>
<td>0.06 (0.4)</td>
</tr>
<tr>
<td>Total volume of inputs</td>
<td>0.06 (0.4)</td>
<td>0.00 (0)</td>
<td>0.05 (3.2)*</td>
<td>0.00 (0)</td>
<td>0.37 (0.5)</td>
</tr>
<tr>
<td>Trend</td>
<td>0.01 (1.9)</td>
<td>0.03 (2.2)*</td>
<td>-0.01 (0.8)</td>
<td>-0.00 (0.4)</td>
<td>0.00 (0.6)</td>
</tr>
<tr>
<td>Extra trend, second period</td>
<td>0.03 (3.2)*</td>
<td>0.08 (3.5)*</td>
<td>0.02 (0.8)</td>
<td>0.00 (0.6)</td>
<td>0.37 (0.5)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>R²</td>
<td>0.721</td>
<td>0.348</td>
<td>0.416</td>
<td>0.978</td>
<td>0.775</td>
</tr>
<tr>
<td>R² (adjusted)</td>
<td>0.705</td>
<td>0.331</td>
<td>0.383</td>
<td>0.978</td>
<td>0.762</td>
</tr>
<tr>
<td>Durbin-Watson</td>
<td>1.96</td>
<td>1.3</td>
<td>2.24</td>
<td>2.78</td>
<td>1.71</td>
</tr>
<tr>
<td>Test for stability (F-test)†</td>
<td>0.51</td>
<td>0.59</td>
<td>3.58*</td>
<td>0.21</td>
<td>6.80*</td>
</tr>
<tr>
<td>Dickey-Fuller test‡</td>
<td>-5.92*</td>
<td>-3.23</td>
<td>-6.89*</td>
<td>-8.98*</td>
<td>-5.38*</td>
</tr>
</tbody>
</table>

Notes: See Appendix for the mathematical specification of the whole model. A simultaneous estimation procedure is used. The method of estimation is "2-stage least squares" (an instrumental variables technique). Coefficients marked with * are significant at 5% level. t values in brackets.

†F₀.₉₅ = 2.37 for all types of crime. This test assesses stability by dividing the set into two parts and estimating both parts separately.
‡The Dickey-Fuller test is a test for cointegration. For test values that differ significantly from 0, the hypotheses of integration (non-stationary) is rejected.
Trends can be detected in some cases. The trend in the second half of the period is not notably different from that in the first half.

VI. The Sentencing Submodel

The last part of the model analyzes the proportion of punishments that result in imprisonments. We distinguished not only several types of crime but also prison sentences of different time-length categories. Theoretical underpinnings for this part of the model are lacking. One could imagine that the crime level of the particular type of crime is of importance or that the availability of prison capacity has influence on the proportion of prison sentences. In principle, a model of the following type is quite imaginable.

\[
\Delta \frac{I_{mij}}{P_{ui}} = \zeta_{ij} + \eta_1 X_i + \eta_2 Y
\]

with

- \(P_{ui}\) = number of punishments of different types of crime (\(i = 1,...,n\))
- \(I_{mij}\) = number of imprisonments of different types of crime and different terms (\(i = 1,...,n\) and \(j = 1,...,m\))
- \(X_i\) = explanatory variable related to type of crime \(i\), such as the number of crimes of type \(i\)
- \(Y\) = explanatory variable not related to a type of crime, such as the shortage of prison capacity or a dummy for the political situation
- \(\zeta_{ij}, \eta_1, \eta_2\) = constants.

No significant effects of factors such as the crime level, the strength of selection at the earlier stages of the law enforcement system, or the shortage of prison capacity could be found. Hence, this part of the model is a pure time-series model. That means that only the constant \(\zeta_{ij}\) remains on the right-hand side. The trend has been based on the period 1981 to 1995.

The results are not placed in a table here, because they are very extensive and not very instructive. In short, the results are as follows: Clear trends are rare. In general, the proportion of shorter prison sentences is declining, whereas that of longer prison sentences (1 year or more) and the fraction of new types of sanctions (e.g., obligations to perform some kind of community service for a prescribed number of hours) are growing.

These trends are presumed to continue in the future.\(^7\)

VII. Simulations

Combining the various parts of the model enables us to sketch possible scenarios of crime and punishment in the near future. It also enables us to estimate the cost-effectiveness, in terms of reductions in crime, of spending extra money in different parts of the law enforcement system. Table 5 presents the results of five scenarios over the period 1996 to 2002. The first scenario (the baseline scenario) assumes that economic growth will be modest, in line with the lower estimate of the Dutch Central

---

\(^7\)The trend in the new type of sanction is approximated by a logistic growth curve.
Planning Bureau. Demographic forecasts are based on the medium forecast of the Dutch Central Bureau of Statistics. The second scenario assumes a more optimistic economic trend (with income distribution remaining equal).

The third, fourth, and fifth scenarios are, compared with the baseline scenario, all based on an increase in expenditure by 100 million Dutch guilders in two parts of the law enforcement system. In the first law enforcement scenario, extra money is spent mainly on police to increase the clear-up rates. In this scenario, extra inputs into courts and prisons are only meant to keep the probability and length of imprisonment constant. In the second scenario, the courts get extra money to increase the probability of punishment and imprisonment. To keep the average length of imprisonment constant, the inputs into the prison system have also to increase. In the third law enforcement scenario, only the probability and length of imprisonment are increased. Therefore, extra money is spent on the prison system.

In the baseline scenario, the number of crimes will rise by 4.9% in the period 1998 to 2002. According to our model, economic trends have a considerable impact on this result. A more favorable scenario of economic growth leads to a stabilization of crime rates. Within the three scenarios that provide for extra inputs into the law enforcement system, increasing the prison sentences is shown to be the most effective.

At first sight this is surprising, because the elasticity of crime related to the clear-up rate is greater than that related to the probability of being imprisoned or the length of imprisonment (see Table 1). So, increasing the clear-up rate is potentially a useful policy to reduce crime. But simply increasing police inputs is not very cost effective because of two reasons: (1) the effects on the clear-up rate are relatively modest (see Table 3); and (2) as a consequence of rising clear-ups, not only police inputs but also inputs into courts and prisons have to rise to keep imprisonment rates constant.

Obviously, these results give only rough indications. They show the impact of autonomous social factors on crime rates and the relatively limited influence that law enforcement has. They are further limited in the sense that other policies, such as social prevention measures or improvements to law enforcement efficiency, have not been considered.

VIII. Conclusions

This article presents a preliminary version of a macroeconomic model of the Dutch criminal justice system for the period 1957 to 1995. The model links together the
number of crimes, the responses of the criminal justice system, and the inputs into that system by econometric estimations. The estimations are then used to sketch some scenarios.

The model consists of four parts:

1. The number of crimes of various types of crime is linked to demographic, social, and economic factors on one side and to law enforcement characteristics, like the probability and severity of punishment, on the other side.
2. The number of crimes cleared up by the police is linked to the number of recorded crimes, the inputs into the police, and time-trends.
3. The number of guilty verdicts by the courts (including the public prosecutions departments) is linked to the number of cases handled (which is linked to the number of crimes cleared up), the inputs into the courts, and time-trends.
4. The proportion and length of prison sentences are estimated by pure time-series analysis. No clear explanatory factors could be found here.

The empirical estimations show that both demographic, social, and economic factors and the results of the law enforcement system influence the number of crimes. For violence, petty thefts, and other crimes, a rise in the clear-up rate reduces the crime rate. The average term of imprisonment has a negative impact on violence. A growth in the number of young men, divorced persons, unemployed, drug addicts and motor vehicles—each *per capita*—and a rise in income inequalities have a boosting effect on one or more types of crime.

Recorded crimes have more impact on the police output than the total volume of inputs. The time-trend effects are generally negative and are more strongly so in the second half of the period.

Just like the police output, the outputs of the public prosecutions department and the judicial system are more affected by the number of handled cases (see recorded crimes for the police) than by the total volume of inputs.

The scenarios presented here show the impact of economic trends on crime rates. Different scenarios of spending extra money in the law enforcement system give clear and interesting differences. Raising the length of prison sentences seems more cost-effective than increasing the inputs into police, public prosecutors departments, and courts. This is because simply spending more money on police or courts is not very cost effective for two reasons: (1) The effects on the clear-up rate and punishments respectively are relatively modest; and (2) as a consequence of rising clear-ups or punishments, not only police and court inputs have to rise but also inputs into the latter parts of the law enforcement chain.

We have illustrated in this way the potential use of this type of model for policy purposes. It is clear that the model presented here can be extended and improved. The use of macroeconometric time-series analysis has clearly its limitations. In the future, we hope to be able to enrich the model with further analyses, for example, in the sphere of cross-section analysis at the microeconomic level.

**Appendix**

The actual estimated model is as follows (error terms have been omitted)

\[
\Delta \ln \frac{Cr_i}{P_0} = \alpha_{1i} \Delta \ln \frac{Up_i}{Cr_i} + \alpha_{2i} \Delta \ln \frac{Pu_i}{Ca_i} + \alpha_{3i} \Delta \ln \frac{Im_i}{Pu_i} + \alpha_{4i} \Delta \ln T_i
\]
\[
\begin{align*}
+ \beta_1, \Delta \ln \frac{Y_0}{P_0} + \beta_2, \Delta \ln \frac{D_i}{P_0} + \beta_3, \Delta \ln \frac{NN}{P_0} + \beta_4, \Delta \ln \frac{U_n}{P_0}
\end{align*}
\]

\[
+ \beta_5, \Delta \ln \frac{\text{Inc}}{P_0} + \beta_6, \Delta \ln Th + \beta_7, \Delta \ln \frac{D_r}{P_0} + \beta_8, \Delta \ln \frac{M_0}{P_0}
\]

\[
\Delta \log U_{pi} = \gamma_i + \delta_i \Delta \log Cr_i + (1 - \delta_i) \Delta \log XP
\]

\[
\Delta \ln Pu_i = \xi_i + \varepsilon_i \Delta \ln Ca_i + (1 - \varepsilon_i)\Delta \ln Xf
\]

\[
\Delta \frac{Im_{ij}}{Pu_i} = \zeta_{ij}
\]

with

- \(Cr_i\) = number if they are crimes of type i (i = 1,...,6)
- \(P_0\) = size of the total population
- \(Up_i\) = number of clear-ups of type i (i = 1,...,6)
- \(Ca_i\) = number of settled cases by the public prosecutor or the court of different types of crime (i = 1,...,6) (strong correlation with the number of clear-ups)
- \(Pu_i\) = number of punishments of different types of crime (i = 1,...,6)
- \(Im_i\) = number of imprisonments of different types of crime (i = 1,...,6)
- \(Im_{ij}\) = number of imprisonments of different types of crime and different terms (i = 1,...,6 and j = 1,...,5)
- \(T_i\) = average term of imprisonment of different types of crime (i = 1,...,6)
- \(XP\) = total volume of police inputs (labor and material, measured as deflated costs)
- \(Xf\) = total volume of inputs of the administration of justice (labor and material, measured as deflated costs)
- \(Y_0\) = number of young men
- \(Di\) = number of divorced
- \(NN\) = number of non-natives
- \(Un\) = number of unemployed and incapacitated
- \(Inc\) = average disposable income
- \(Th\) = Theil-coefficient
- \(Dr\) = number of clinic admissions of drug addicts
- \(Mo\) = number of motor vehicles

Greek letters = constants to estimate
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