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Abstract

This paper provides estimators of discrete choice models, including binary, ordered, and multinomial response (choice) models. The estimators closely resemble ordinary and two-stage least squares. The distribution of the model’s latent variable error is unknown and may be related to the regressors, e.g., the model could have errors that are heteroscedastic or correlated with regressors. The estimator does not require numerical searches, even for multinomial choice. For ordered and binary choice models the estimator is root $N$ consistent and asymptotically normal. A consistent estimator of the conditional error distribution is also provided. © 2000 Elsevier Science S.A. All rights reserved.
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1. Introduction

A new estimator for qualitative response models is proposed, including binary, multinomial, ordered response, and other discrete choice models. The
distribution of the latent variable error is unknown and may be related to the regressors, e.g., the model can suffer from conditional heteroscedasticity of unknown form. An instrumental variables version of the estimator can deal with some forms of endogeneous or mismeasured regressors. The estimator does not require numerical searches, even for multinomial choice models. For binary and ordered choice the estimator is root $N$ consistent and asymptotically normal. A consistent estimator of the conditional error distribution is also provided.

This paper’s estimator treats one regressor as special. Let $v$ denote the special regressor, and let $x$ be a $J$ vector of other regressors. Assume that the coefficient of $v$ is positive (otherwise replace $v$ with $-v$. An estimator of the sign of $v$ is provided). Without loss of generality normalize this coefficient to equal one.

With this normalization, the standard latent variable binary choice or binomial response model (see, e.g., Maddala, 1983 or McFadden, 1984 for surveys) is

$$y_i = I(v_i + x_i^T \beta + e_i > 0),$$

(1.1)

where $i$ indexes observations, $y$ is the dependent variable, $e$ is the unobserved latent variable error, $\beta$ is a $J$ vector of coefficients, $T$ denotes transpose, and $I(\cdot)$ is the indicator function that equals one if $\cdot$ is true and zero otherwise. The data are $N$ observations of $y$, $v$, and $x$.

Let $f(v|x)$ denote the conditional probability density function of $v$ given an observation $x$, which can be estimated from the data. This paper’s main result is that, under fairly general conditions,

$$\beta = E(xx^T)^{-1}E \left( x \frac{y - I(v > 0)}{f(v|x)} \right),$$

so $\beta$ can be estimated by an ordinary least-squares linear regression of $\tilde{y}$ on $x$, where $\tilde{y}_i = [y_i - I(v_i > 0)]/f(v_i|x_i)$.

If $x$ is correlated with $e$, as in a model with mismeasured regressors, $\beta$ can be estimated by an analogous two-stage least-squares linear regression based on

$$E(zx^T)\beta = E \left( z \frac{y - I(v > 0)}{f(v|z)} \right),$$

where $z$ is a vector of instruments that are uncorrelated with $e$.

Let $F_e(e|\cdot)$ denote the conditional distribution of an observation of $e$ given data $\cdot$. The minimal uncorrelated error assumption for linear models

$$E(ex) = 0$$

(1.2)

(or Eq. (1.4)) is not generally sufficient to identify $\beta$ in the binary choice model (1.1). An additional assumption that is made for identification and estimation here is that the distribution of $e$ be conditionally independent of the one regressor $v$, or equivalently

$$F_e(e|v, x) = F_e(e|x).$$

(1.3)
The distribution of \( v \) will also be assumed to have a large support. Eqs. (1.2) and (1.3) require that the error distribution \( F_e \) does not depend on \( v \), but permit virtually any form of heteroscedasticity with respect to the vector of other regressors \( x \).

The goal is estimation of the entire model, both the vector \( \beta \) and the conditional error distribution \( F_e(e|x) \). Linearly regressing an estimate of \( \hat{y} \) on \( x \) yields a root \( N \) consistent and asymptotically normal estimator for \( \beta \). A uniformly consistent estimator of the distribution function \( F_e(e|x) \), and of its density function \( f_e(e|x) \) is also provided.

Lewbel (1998) uses similar assumptions to those here to identify general latent variable models of the form \( y = L(v + x^T\beta + e) \) for some functions \( L \), but the two papers differ in some fundamental ways. The identification in Lewbel (1998) comes from the change of variables argument \( \int \theta(y) dv = \int \theta[L(v + x^T\beta + e)] dv = \int \theta[w - x^T\beta - e] d\theta[L(w)] dw = \int \theta[L(w)] dw - (x^T\beta - e) \theta[L(w)] dw, \) which is linear in \( x^T\beta - e \), and hence permits estimation of \( \beta \) from the conditional expectation of the above object. This estimator works for many \( L \) functions but not for binary choice, and requires selection of a ‘tuning’ function \( \theta \) that possesses special properties.

The present paper’s identification method is quite different, resulting in a simpler estimator. This paper’s estimator is based on the observation that \( y = I(v > -x^T\beta - e) \) and that \( \int_L I(v > -x^T\beta - e) - I(v > 0) dv = x^T\beta + e \) (as long as \( L \) and \( K \) are large enough). Eq. (1.3) makes \( E(\hat{y}|x) \) equal the expectation of this integral given \( x \), and the least-squares estimator then follows directly.

A perhaps more intuitive estimator can be derived by observing that, given Eq. (1.3), \( E(y|v, x) \) equals the conditional distribution function of \( -x^T\beta - e \), evaluated at \( v \). From this distribution a direct estimate of the conditional mean of \( -x^T\beta - e \) given \( x \) can be constructed, and \( \beta \) could then be estimated by regressing that conditional mean estimate on \( x \). An integration by parts argument is later used to show that this alternative estimator is equivalent in expectation to regressing \( \hat{y} \) on \( x \).

Many estimators exist for binary choice models. Standard maximum likelihood estimation requires a finitely parameterized conditional distribution \( F_e(e|x) \). Semiparametric and quasimaximum likelihood estimators of linear latent variable qualitative response models include Cosse1 (1983), Ruud (1983), Powell et al. (1989), Ichimura (1993), Klein and Spady (1993), Newey and Ruud (1994), and Hārdle and Horowitz (1996). To estimate (1.1), these estimators require either that \( F_e(e|v, x) = F_e(e) \) or that \( F_e(e|v, x) = F_e(e|v + x^T\beta) \), and hence they impose far more restrictions on \( e \) than does Eq. (1.3) or (1.5). The present paper shares a feature with the Ruud papers of density weighting, though instead of making all of the regressors appear normal as Ruud requires, the present paper’s weighting makes the single regressor \( v \) appear uniform.
Other semiparametric estimators of binary choice models assume the conditional median or other known quantile of \( \varepsilon \) given \( x \) is zero. Examples are Manski (1975,1985), and Horowitz (1992,1993). Like the present paper’s estimator, these quantile estimators permit quite general forms of conditional heteroscedasticity, but they converge at slower than root \( N \) rates. Let \( Q_\theta(\varepsilon|\cdot) \) denote the \( \theta \)th quantile of \( \varepsilon \), conditional on the data \( \cdot \). The quantile estimators assume \( Q_\theta(\varepsilon|v,x) = Q_\theta(\varepsilon) \) for some known \( \theta \). In contrast, by Eq. (1.3) this paper assumes that \( Q_\theta(\varepsilon|v,x) = Q_\theta(\varepsilon|x) \) holds for all quantiles \( \theta \). Instead of assuming that one of the quantiles does not depend on all of the regressors, this paper assumes that all of the quantiles do not depend on one of the regressors.

The estimator proposed here includes estimation of the constant term in the latent variable, unlike some other estimators like Powell et al. (1989) or Klein and Spady (1993), which fail to estimate the constant term.

The present paper’s estimator can be extended to handle certain types of endogeneous or mismeasured regressor models. For this extension, Eqs. (1.2) and (1.3) are replaced with

\[
E(\varepsilon z) = 0, \quad (1.4)
\]

\[
F_{ex}(\varepsilon, x|v, z) = F_{ex}(\varepsilon, x|z), \quad (1.5)
\]

where \( z \) is a vector of instruments and \( F_{ex}(\varepsilon, x|\cdot) \) denotes the distribution of an observation of \((\varepsilon, x)\) conditional on data \( \cdot \). Eq. (1.5) limits the range of applications of this extension (see Section 3 for details), but very few semiparametric estimators exist for any kind of endogeneous or mismeasured regressor binary choice models. One example is Newey (1985).

Section 2 below provides general examples of models that satisfy the identification Eqs. (1.2) and (1.3), and describes the basic ordinary least-squares identification result. Section 3 gives example models that satisfy the instrumental variables identification Eqs. (1.4) and (1.5), and provides the corresponding two-stage least-squares identification of \( \beta \). An alternative estimator that gives some intuition behind the identification is also provided.

When the distribution of \( v \) is unknown, the estimation of \( \beta \) employs a first-stage nonparametric density estimator. Section 4 gives the limiting root \( N \) distribution of \( \hat{\beta} \), taking into account the estimation error in the required density estimate. A simpler estimator that does not require a nonparametric first stage is also provided in Section 4, though more stringent conditions are needed for its consistency. The only computations this alternative, ordered data-based estimator uses are a sorting of the data and two linear regressions.

Section 5 describes estimation of the distribution of the errors, including conditional and unconditional moments of \( \varepsilon \), and the sign of the coefficient of \( v \).

Section 6 provides extensions of the estimator, including estimation of ordered choice, multinomial choice, partly linear latent variable, threshold, and censored regression models.
Section 7 discusses selection of the kernel and bandwidth for the required nonparametric density estimation, and provides the results of a Monte Carlo analysis of the estimator. The Monte Carlo includes an analysis of the behavior of estimated asymptotic standard errors, which is always relevant for empirical applications but is often ignored in Monte Carlo studies of estimators. Section 8 provides concluding remarks.

2. The basic model and estimator

2.1. Example models

Each of the following conditions and models is sufficient to make the identifying Eqs. (1.2) and (1.3) hold. Example models that satisfy the instrumental variables assumptions (1.4) and (1.5) are discussed later.

1. Eqs. (1.2) and (1.3) hold when the errors $e$ are mean zero and independent of the regressors $(v, x)$. This is the traditional latent variable error assumption satisfied by standard models like logit and probit.

2. Eq. (1.3) holds when $e = v(e^*, x)$ for any function $v$ and any random vector $e^*$, where the distribution of $e^*$ is independent of $(v, x)$. The function $v$, the vector $e^*$, and its distribution do not need to be known, observed, or estimated. This permits virtually any form of conditional heteroscedasticity involving $x$, but not $v$. For example, the standard random coefficients model $y = I[v + x^T(\beta + e^*) + e^*_0 > 0]$ with $E(e^*) = 0$ and $E(e^*_0) = 0$ equals Eq. (1.1) with $e = x^Te^* + e^*_0$, and satisfies Eqs. (1.2) and (1.3). Every regressor except $v$ could have a random coefficient.

3. Eq. (1.3) holds when $v$ is independent of $(e, x)$. This case is most likely to occur when $v$ is determined by experimental design, such as the ‘willingness-to-pay’ models used to determine the perceived value of a public good. In these models each agent $i$ is asked if he or she would be willing to pay some randomly drawn (log) price $-v_i$ for a public good like a road or a park. Then $y_i$ is one for a yes answer and zero for no, and $x_i$ consists of observables that affect agent $i$’s decision. See McFadden (1993) and Lewbel and McFadden (1997), who study this application in detail. In cases like these where the density of $v$ is known, the proposed estimator of $\beta$ has no nonparametric estimation component.

A common application of discrete choice models is where $y_i$ denotes whether a consumer $i$ purchases a particular good or service. In these applications, as in the willingness to pay models, the error $e$ is interpreted as preference heterogeneity, and hence may depend on demographic and taste attributes of the consumer. The error $e$ will therefore be independent of prices when these prices are determined solely from the supply side of the economy (e.g., prices that equal the marginal cost of production under perfect competition and constant returns to scale). This makes Eq. (1.2) hold with $v$ equaling the negative logged price.
The estimator requires that the latent variable \( v_i + x_i^T \beta + e_i \) be linear in \( v_i \). This also will be generally satisfied in purchase decision applications, because such models are identical to willingness-to-pay models, except that the price is determined by the market instead of by experimental design. The consumer is assumed to buy if the (log) actual price charged, \( -v_i \), is less than the consumer’s (log) reservation price, \( x_i^T \beta + e_i \), resulting in a latent variable linear in \( v \). However, unless purchases are observed over many regimes (or are determined by experimental design, as in the willingness to pay applications), the large support assumption may not hold when \( v \) is a price. Of course, other variables may be suitable choices for \( v \) as well.

2.2. Identification

The ordinary least-squares identification of \( \beta \) is described here. The extension to instrumental variables is provided in the next section.

Assumption A.1. Eq. (1.1) holds. The conditional distribution of \( v \) given \( x \) is absolutely continuous with respect to a Lebesgue measure with nondegenerate Radon–Nikodym conditional density \( f(v|x) \).

Assumption A.2. Let \( \Omega \) denote the support of the distribution of an observation of \( (v, x) \). Let \( F_e(e|v, x) \) denote the conditional distribution of an observation of \( e \) given an observation of \( (v, x) \), with support denoted \( \Omega_e(v, x) \). Assume \( F_e(e|v, x) = F_e(e|x) \) and \( \Omega_e(v, x) = \Omega_e(x) \) for all \( (v, x) \in \Omega \).

Assumption A.3. The conditional distribution of \( v \) given \( x \) has support \([L, K]\) for some constants \( L \) and \( K \), \( -\infty \leq L < 0 < K \leq \infty \). The support of \( -x^T \beta - e \) is a subset of the interval \([L, K]\).

Assumption A.4. \( E(ex) = 0 \). \( E(xx^T) \) exists and is nonsingular.

These assumptions do not require independent observations, though the root \( N \) estimator provided later will assume independence. The identification result in Theorem 1 below only requires that the expectation of a certain function of \( f \) be identified.

Assumption A.1 says that \( y \) is given by the binary choice model (1.1) and that \( v \) has a continuous distribution. Assumptions A.2 and A.4 were discussed in Sections 1 and 2.1 in terms of Eqs. (1.2) and (1.3).

For estimation of \( \beta \), the distribution of \( e \) is not required to be continuous, e.g., it can be discrete or contain mass points. However, later estimation of the error distribution function \( F_e \) will assume continuity.

The vector of regressors \( x \) can include dummy variables. Squares and interaction terms, e.g., \( x_{3i} = x_{2i}^2 \), are also permitted. In addition, \( x \) can be related to
(e.g., correlated with) \( v \), though Assumption A.1 rules out having elements of \( x \) be deterministic functions of \( v \).

Assumption A.3 requires \( v \) to have a large support. Standard models like logit or probit have errors that can take on any value, which would by Assumption A.3 require \( v \) to have support equal to the whole real line. This assumption implies that the estimator is likely to perform best when the spread of observations of \( v \) is large relative to the spread of \( x^T \beta + e \) (since if the observed spread of \( v \) values were not large, then the observed data would resemble data drawn from a process that violated Assumption A.3). Assumption A.3 assumes zero is in the support of \( v \). To make this hold, for any constant \( \kappa \) in the support of \( v \) (e.g., the mean or median of \( v \)) we can redefine \( v \) as \( v - \kappa \) and correspondingly add \( \kappa \) to the estimated constant in \( x^T \beta \).

**Theorem 1.** Define \( \tilde{y} \) by

\[
\tilde{y} = \frac{v - I(v > 0)}{f(v|x)}.
\]  

If Assumptions A.1–A.3 hold then \( E(\tilde{y}|x) = x^T \beta + E(e|x) \). If Assumption A.4 also holds then

\[
\beta = (xx^T)^{-1}E(x\tilde{y}).
\]  

Theorem 1 shows that \( \beta \) is identified, and can be estimated by an ordinary least-squares regression of \( \tilde{y} \) on \( x \). Theorem 1 is proved in Appendix A.

### 3. Instrumental variables

This section describes models in which \( E(ex) \neq 0 \), including endogeneous regressors and measurement error models, that can be estimated using an instrumental variables extension of Theorem 1. These models satisfy Eqs. (1.4) and (1.5) instead of (1.2) and (1.3). It should be recalled throughout this section that \( x \) and \( z \) can overlap, that is, one or more elements of the vector of regressors \( x \) can also be in the vector of instruments \( z \).

#### 3.1. Example instrumental variables models

One way Eq. (1.5) arises is in structural models of the form \((e, x) = \zeta(\tilde{e}, z)\) where \( \tilde{e} \) is a random vector that is independent of \((v, z)\) and \( \zeta \) is some vector valued function. The function \( \zeta \), the variables \( \tilde{e} \), and the distribution function of \( \tilde{e} \) do not need to be known, observed, or estimated. This structure has the empirically testable implication that the conditional distribution of \( x \) given
and \( z \) is independent of \( v \). As with many semiparametric estimators, the distribution of the regressors is not ancillary, and hence restrictions like this one on \( v \) can arise.

A system of equations that satisfies (1.1), (1.4) and (1.5) is, for any function \( \tau \),

\[
y = I(v + x^T\beta + e > 0),
\]

\[
x = \tau(z) + \varepsilon,
\]

where \( e \) and \( \varepsilon \) are unconditionally mean zero and the distribution of \((e, \varepsilon)\) is independent of \((v, z)\). Here \( e \) and \( \varepsilon \) can be correlated, and hence \( e \) can be correlated with \( x \). Dependence of \((e, \varepsilon)\) on \( z \) would also be permitted in this model, provided that \((e, \varepsilon)\) is conditionally independent of \( v \), conditioning on \( z \). The proposed estimator for \( \beta \) does not require specifying or estimating the function \( \tau \).

Eqs. (3.1) and (3.2) are a standard example of a system of equations that would be recursive, except for the fact that the errors are correlated across equations. More fully endogeneous systems, in which \( x \) depends on \( v \) or \( y \), are ruled out by Eq. (1.5).

Eqs. (3.1) and (3.2) can arise in a standard mismeasured regressors framework. Consider the model

\[
y = I(v + x^*\beta + e^* > 0),
\]

\[
x = x^* + \tilde{\varepsilon},
\]

\[
x^* = \tau(z) + \varepsilon^*
\]

with \( E(e^*, \varepsilon^*, \tilde{\varepsilon}) = 0 \). Here \( v \) is a regressor that is observed without error, \( x \) is a mismeasured observation of the unobserved \( x^* \), \( e^* \) is the latent model error and \( \tilde{\varepsilon} \) is a vector of measurement errors. Each regressor \( x_j \) that is not mismeasured has \( z_j = x_j^* = x_j \) and \( e_j^* = \tilde{e}_j = 0 \). Eqs. (3.3)–(3.5) are equivalent to (3.1) and (3.2) with \( e = -\tilde{\varepsilon}^T\beta + e^* \) and \( \varepsilon = \varepsilon^* + \tilde{\varepsilon} \). Once again, estimation of \( \beta \) will not require specification or estimation of the function \( \tau \).

Let \( w = v + x^*\beta + e^* \). If the latent variable \( w \) were observed instead of \( y \), then \( \beta \) would be estimated in this measurement error model by a two-stage least-squares regression of \( w \) on \( x \), assuming that \((e^*, \varepsilon^*, \tilde{\varepsilon})\) is uncorrelated with \((v, z)\). When \( y \) is observed instead of \( w \), Eq. (1.5) will hold and the estimator described in the next two sections can be used to estimate \( \beta \), as long as \((e^*, \varepsilon^*, \tilde{\varepsilon})\) is independent of \((v, z)\), or more generally if \((e^*, \varepsilon^*, \tilde{\varepsilon})\) is uncorrelated with \( z \) and its conditional distribution given \( v \) and \( z \) does not depend on \( v \). Having these errors be independent of \( v \) and \( z \) is stronger than necessary.

The only way Eqs. (3.3)–(3.5) differ from standard linear mismeasured regressors models (other than \( y \) being observed instead of the latent \( w \)) is that standard models would permit \( x^* \) to depend on \( v \). That is possible in the current framework only if we let \( x^* = \rho(v, u) + \varepsilon^* \) for some instruments \( u \), and define
z = ρ(v, u), which makes (3.5) hold with τ(z) = z. The drawback of permitting x* to depend on v in this way is that the estimation of β would then first require estimation of z = ρ(v, u) = E(x|v, u) (as the fits from parametrically or non-parametrically regressing the observed x on v and u).

Eq. (1.5) says that e and v are conditionally independent, conditioned on x and z, but does not rule out correlations of v with x and z. For example, the structure x = az + e₁, v = bz + e₂, and e = c₁e₁ + e₃ for any mutually independent variables z, e₁, e₂, and e₃ (with e₁ and e₃ being mean zero) and any constants a, b, and c, makes (1.4) and (1.5) hold while making v correlate with x and z, and x correlate with e. This structure will be used later in a Monte Carlo design.

3.2. Identification with instrumental variables

Theorem 1' below describes the instrumental variables identification of β, as would be used for the models described in the previous section, that is, where Eqs. (1.2) and (1.3) are replaced with (1.4) and (1.5). Note that Assumption A.4' below is the standard assumption about instruments in two stage least squares regressions.

Assumption A.1'. Eq. (1.1) holds. The conditional distribution of v given z is absolutely continuous with respect to a Lebesgue measure with nondegenerate Radon–Nikodym conditional density f(v|z).

Assumption A.2'. Let Ω denote the support of the distribution of an observation of (v, z). Let F_ex(e, x|v, z) denote the conditional distribution of an observation of (e, x) given an observation of (v, z), with support denoted Ω_ex(v, z). Assume F_ex(e, x|v, z) = F_ex(e, x|z) and Ω_ex(v, z) = Ω_ex(z) for all (v, z) ∈ Ω.

Assumption A.3'. The conditional distribution of v given z has support [L, K] for some constants L and K, −∞ ≤ L < 0 < K ≤ ∞. The support of −xᵀβ − e is a subset of the interval [L, K].

Assumption A.4'. E(ez) = 0, E(zzᵀ) exists and is nonsingular, and the rank of E(xzᵀ) is J (the dimension of x).

Define Σxz, Σzz, A, and ḷ* by Σxz = E(xzᵀ), Σzz = E(zzᵀ),

\[
A = (\Sigma_{xz} - \Sigma_{zz}^{-1} \Sigma_{x}^{T})^{-1} \Sigma_{xz}, \Sigma_{zz}^{-1},
\]

\[
\tilde{y}^* = \frac{y - I(v > 0)}{f(v|z)}.
\]
Theorem 1'. If Assumptions A.1'–A.3' hold then \( E(\tilde{y}^*|z) = E(x|z)^T \beta + E(e|z) \). If Assumption A.4' also hold then

\[
\beta = A E(z\tilde{y}^*). \tag{3.8}
\]

The earlier Theorem 1 is the special case of Theorem 1' in which \( z = x \). Theorem 1' shows that \( \beta \) is identified, and can be estimated by an ordinary linear two-stage least-squares regression of \( \tilde{y}^* \) on \( x \), using instruments \( z \). The proof of Theorem 1' is in Appendix A.

Corollary 1. If Assumptions A.1'–A.4' hold then

\[
\beta = A E\left(z \int_L^K E[y - I(v > 0)|v, z] dv \right). \tag{3.9}
\]

The two-stage least-squares estimator for \( \beta \) based on Eq. (3.8) entails averaging \( z\tilde{y}^* \), where \( \tilde{y}^* \) has the conditional density of \( v \) in the denominator, and hence may be adversely affected by extreme observations of \( v \). Corollary 1 suggests an alternative based on numerically integrating an estimate of the conditional expectation \( E[y - I(v > 0)|v, z] \). While more complicated, this alternative might be more robust to outliers in \( v \).

3.3. Another estimator and a little intuition

This section describes an alternative estimator closely related to Theorem 1', which provides some insight into the identification. This alternative will later be extended to yield an estimator for multinomial choice models. Here again one can take \( z = x \) for applications that do not require separate instruments.

Let \( G^*(v, z) = E(y|v, z) \), \( s = s(x, e) = -x^T \beta - e \) and let \( F_s(s|v, z) \) and \( f_s(s|v, z) \) denote the conditional distribution and probability density functions of \( s \), assuming that \( e \) (and hence \( s \)) conditional on \( x \) and \( z \) is continuously distributed. It follows from Eq. (1.5) that \( F_s(s|v, z) = F_s(s|z) \), so \( E[I(s < v)|v, x, z] = E[I(s < v)|x, z] \). Therefore,

\[
F_s(v|z) = E[I(s < v)|z] = E(y|v, z) = G^*(v, z). \tag{3.10}
\]

If \( s \) were observed, then \( \beta \) could be estimated by a two-stage least-squares regression of \( -s \) on \( x \) using instruments \( z \). This regression would depend on \( s \) only through \( E(zs) \). The key insight is that this regression does not require that \( s \) be observed. Only an estimate of \( E(zs) \) is needed, and that can be obtained because, by Eq. (3.10), the distribution of \( s \)
is available. In particular,
\[
\beta = \Delta E[ - zE(s|z)] = \Delta E\left[ - z \int_L^K s_\nu(s|x,z) \, ds \right] \\
= \Delta E\left[ - z \int_L^K v \frac{\partial G^*(v,z)}{\partial v} \, dv \right],
\tag{3.11}
\]
\[
\beta = \Delta E\left[ - z \int_L^K v \frac{\partial G^*(v,z)}{f(v|z)} f(v|z) \, dv \right] = \Delta E\left( - zE\left[ v \frac{\partial G^*(v,z)}{f(v|z)} \bigg| z \right] \right) \\
= \Delta E\left( - zv \frac{\partial G^*(v,z)}{f(v|z)} \right) = \Delta E(-zy^{**}),
\tag{3.12}
\]
where \(y^{**}\) is defined by
\[
y^{**} = - v \frac{\partial G^*(v,z)}{f(v|z)}. \tag{3.13}
\]

Eqs. (3.12) and (3.13) show that Theorem 1' holds using \(y^{**}\) in place of \(\tilde{y}^*\), so \(\beta\) can be estimated as a linear two-stage least-squares regression of \(y^{**}\) on \(x\) using instruments \(z\). Unlike Theorem 1', this estimator would require a preliminary estimate of \(G^*\) as well as \(f\). Kernel estimators could be used for both.

The above analysis also provides an alternative derivation (and hence interpretation) of Theorem 1'. Applying an integration by parts to the last integral in Eq. (3.11) yields \(\beta = \Delta E[z\int_L^K G^*(v,z) - I(v > 0) \, dv]\). Proceeding as in Eq. (3.12) with this expression then yields \(\beta = \Delta E(z[G^*(v,z) - I(v > 0)]/f(v|z)) = \Delta E(z[y - I(v > 0)]/f(v|z)),\) which is Theorem 1'.

4. Root \(N\) consistent estimation

This section gives the root \(N\) consistent, asymptotically normal limiting distribution for a two-stage least-squares estimator based on Theorem 1', using instruments \(z\). All of the equations here simplify to the ordinary least-squares estimator in Theorem 1 when \(z = x\).

Let \(u = u(z)\) be any vector of variables such that the conditional density of \(v\) given \(z\) equals the conditional density of \(v\) given \(u\), that is, \(f(v|u) = f(v|z)\), where no element of \(u\) equals a deterministic function of other elements of \(u\). For example, if \(z = (1, \tilde{z}, \tilde{z}^2)\), we could take \(u = \tilde{z}\). This construction of \(u\) is employed because \(f(v|z_i)\) will be estimated as \(f(v|u_i)\) using a kernel density estimator (see Appendix B for details). Also, if \(v\) were known to be independent of some elements of \(z\), then \(u\) could exclude those elements. For example, in the willingness to pay application discussed earlier, \(v\) is determined by experimental design and so could by construction be independent of some or all the elements of \(z\).
Define $y_i^*$ and $\eta$ by

$$y_i^* = \frac{y_i - I(v_i > 0)}{f(v_i | u_i)},$$

(4.1)

$$\eta = \text{E}(zy^*).$$

(4.2)

Given the definition of $u$, $y_i^* = \tilde{y}_i^*$ from Eq. (3.7), and if $x = z$ then $y_i^* = \tilde{y}_i$ from Eq. (2.1). The estimator is based on the expression $\hat{\beta} = \Delta \hat{\eta}$, which holds by Theorem 1.

Assume we have an estimator $\hat{f}(v | u)$ of the conditional density $f(v | u)$. One choice is a kernel estimate of the joint density of $v$ and $u$ divided by a kernel estimate of the density of $u$ (Eq. (B.3) in Appendix B). A simpler alternative is given in the next section.

Define $\hat{\Sigma}_{xz}$, $\hat{\Sigma}_{zz}$, $\hat{\Sigma}_{z^*}$, $\tilde{\eta}$, and $\hat{\beta}$, by

$$\hat{\Sigma}_{xz} = N^{-1} \sum_{i=1}^{N} x_i z_i^T,$$

(4.3)

$$\hat{\Sigma}_{zz} = N^{-1} \sum_{i=1}^{N} z_i z_i^T,$$

(4.4)

$$\hat{\Lambda} = (\hat{\Sigma}_{xz} \hat{\Sigma}_{zz}^{-1} \hat{\Sigma}_{xz}^T)^{-1} \hat{\Sigma}_{xz} \hat{\Sigma}_{zz}^{-1},$$

(4.5)

$$\hat{\Sigma}_{z^*} = [y_i - I(v_i > 0)] \hat{f}(v_i | u_i),$$

(4.6)

$$\hat{\eta} = \sum_{i=1}^{N} \frac{z_i \hat{y}_i^*}{N},$$

(4.7)

$$\hat{\beta} = \hat{\Lambda} \hat{\eta}.$$ 

(4.8)

The $\hat{\eta}$ in Eq. (4.7) is a two-step estimator with a nonparametric first step. The limiting distribution of estimators of these forms has been studied by many authors. See e.g. Newey and McFadden (1994) and references therein. Appendix B provides one set of regularity conditions that do not violate Assumptions A.1'–A.4' and are sufficient for root $N$ consistent, asymptotically normal convergence of $\hat{\eta}$ and hence of $\hat{\beta}$. To summarize the result, define $q_i$ by

$$q_i = z_i \hat{y}_i^* + \text{E}(z_i y_i^* | u_i) - \text{E}(z_i y_i^* | v_i, u_i).$$

(4.9)

Note that

$$\text{E}(q) = \text{E}(zy^*) = \eta.$$ 

(4.10)

Appendix B then provides conditions such that

$$\sqrt{N} \hat{\eta} = N^{-1/2} \sum_{i=1}^{N} q_i + o_p(1),$$

(4.11)
so $q_i$ is the influence function for $\hat{\eta}$. It follows from (4.8) and (4.11) that
$$\sqrt{N}\hat{\beta} = \sqrt{N}\hat{\eta} = N^{-1/2}A\sum_{i=1}^{N} [z_ix_i^T\beta + (q_i - z_ix_i^T\beta)] + o_p(1) = \sqrt{N}\beta + N^{-1/2}\sum_{i=1}^{N} (q_i - z_ix_i^T\beta) + o_p(1),$$
and therefore
$$\sqrt{N}(\hat{\beta} - \beta) \Rightarrow N(0, A\text{var}(q - z^T\beta)A^T).$$
(4.12)

The variance of $\hat{\beta}$ can be estimated as $\hat{\text{var}}(q - z^T\beta)$ by replacing $y_i^\eta$ with $\hat{y}_i^\eta$ in Eq. (4.9) and replacing the conditional expectations in that equation with nonparametric regressions.

If $E(z|u) = z$ (as will often be the case given the definition of $u$) then $q_i = z_i[y_i^\eta + E(y_i^\eta|u_i) - E(y_i^\eta|v_i, u_i)]$, and, the limiting distribution of $\hat{\beta}$ becomes identical to the limiting distribution of a two stage least-squares regression of $[y_i^\eta + E(y_i^\eta|u_i) - E(y_i^\eta|v_i, u_i)]$ on $x$ using instruments $z$. When $f$ is a known function that does not need to be estimated, the above expressions simplify further to $q_i = z_i y_i^\eta$, a two-stage least-squares regression of $y_i^\eta$ on $x$ using instruments $z$.

Theorem 1 can be generalized to permit nonindependent and nonidentically distributed observations, essentially by adding $i$ subscripts to $\Omega, F, \Omega_{\text{ex}}$, and the expectation operator. Only the conditional density function $f(v|u)$ must be assumed to be constant (or its variation finitely parameterized) across observations, so $f$ and hence $\beta$ can be estimated. Many results exist providing limiting distribution theory for semiparametric estimators when observations are not independently or identically distributed. See, e.g., Andrews (1995).

In place of kernel estimators, a consistent $\hat{\beta}$ could be obtained using a series expansion-based density estimator of $f$ in Eq. (4.6), as in Gallant and Nychka (1987). Alternatively, parametric specifications of $f$ may be used in some applications, e.g., when $v$ is income, which is known to be well approximated by a lognormal distribution with a Pareto tail. A consistent $\hat{\beta}$ could also be obtained from Corollary 1, using either kernel or series based estimators of the conditional expectation in Eq. (3.9). The next section provides another estimator, one that is computationally extremely simple.

### 4.1. A very simple ordered data estimator

This section describes an alternative two-stage least-squares estimator based on Theorem 1’ that does not require a first-stage kernel estimator.

**Assumption A.5’.** Assume that for some vector $\gamma$, Eq. (4.13) holds, where $w_i$ is continuously distributed with bounded support, has mean zero, and is independent of $z_i$.

$$v_i = z_i^T\gamma + w_i.$$  (4.13)
Let $f_w$ denote the unconditional density function of $w$. If Assumption A.5 holds then $f_w(w_i) = f(v_i|z_i)$. Define $\hat{w}$ as the residuals from linearly regressing $v$ on $z$, so

$$\hat{w}_i = v_i - z_i \left( \sum_{i=1}^{N} z_i z_i^T \right)^{-1} \sum_{i=1}^{N} z_i v_i. \quad (4.14)$$

Let $w^+_i$ denote the smallest element of \{\hat{w}_1, \ldots, \hat{w}_N\} that is greater than $\hat{w}_i$, and let $w^-_i$ denote the largest element of \{\hat{w}_1, \ldots, \hat{w}_N\} that is less than $\hat{w}_i$. In other words, if the data \hat{w}_1, \ldots, \hat{w}_N were sorted in ascending order, the number immediately preceding $\hat{w}_i$ would be $w^-_i$, and the number immediately following $\hat{w}_i$ would be $w^+_i$. Now $i/N$ is an estimate of the distribution of $w$ evaluated at $\hat{w}_i$, so $2/[\{(w^+_i - w^-_i)N]\} \approx f_w(\hat{w}_i) \approx f(v_i|z_i)$. Define $\hat{\gamma}^*_i$ by

$$\hat{\gamma}^*_i = [y_i - I(v_i > 0)](w^+_i - w^-_i)N/2. \quad (4.15)$$

It follows from Theorem 3 of Lewbel and McFadden (1997) that $N^{-1} \sum_{i=1}^{N} z_i \hat{\gamma}^*_i$ is a consistent estimator of $E(z[y - I(v > 0)]/f_w(w))$. Therefore, if Assumptions A.1’–A.5’ hold, then

$$\hat{\beta} = \hat{\Lambda} \sum_{i=1}^{N} z_i \hat{\gamma}^*_i / N \quad (4.16)$$

is a consistent estimator of $\beta$.

To summarize, the ordered data estimator (4.16) consists of (1) define $\hat{w}$ as the residuals from regressing $v$ on $z$ using ordinary least squares, (2) sort the $\hat{w}$ data from smallest to largest, to find $w^+_i$ and $w^-_i$ for each observation $i$, (3) construct $\hat{\gamma}^*_i$ in Eq. (4.15) for $i = 1, \ldots, N$, and (4) let $\hat{\beta}$ be the estimated coefficients from regressing this $\hat{\gamma}^*_i$ on $x_i$ using two stage least squares, with instruments $z_i$. As with the other estimators, (4.16) reduces to an ordinary least-squares regression when $z = x$.

This estimator is convenient for its numerical simplicity, but it requires the extra Assumption A.5’ for consistency. This assumption limits the permitted dependence of $v$ on $z$. White’s test for homoscedasticity or more general tests of independence of errors from regressors can be applied to $\hat{w}$ versus $z$ to test Assumption A.5’.

5. Other model components

5.1. The sign of the coefficient of $v$

Without loss of generality, the linear latent variable binary choice model can be written as

$$y_i = I(v_i x_i + x_i^T \beta + e_i > 0), \quad (5.1)$$
where \( \alpha = -1, 0, \text{ or } +1 \). The estimator of \( \beta \) assumed \( \alpha = 1 \). If \( \alpha \) is not known a priori, then an estimator of \( \alpha \) is required. Let \( G(v, x, z) = \mathbb{E}(y|v, x, z) \). Assume \( F_\alpha(e|v, x, z) = F_\alpha(e|x, z) \), which is a little stronger than Assumption A.2' when \( x \neq z \). Then
\[
\mathbb{E}(y|v, x, z) = G(v, x, z) = 1 - F_\alpha(-v\alpha - x^T\beta|x, z). \tag{5.2}
\]
Let \( f_\alpha(e|x, z) = \partial F_\alpha(e|x, z)/\partial e \) denote the probability density function of \( e \), assuming \( e \) has a continuous distribution. Then \( G \) will be differentiable in \( v \), so let \( g(v, x, z) = \partial G(v, x, z)/\partial v \). It then follows from (5.2) that
\[
\partial \mathbb{E}(y|v, x, z)/\partial v = g(v, x, z) = \alpha f_\alpha(-v\alpha - x^T\beta|x, z). \tag{5.3}
\]
Let \( \hat{\delta}_v \) denote the density weighted average of \( g(v, x, z) \), and let \( \hat{\delta}_v \) equal Powell et al. (1989) estimator of the weighted average derivative \( \delta_v \). By (5.3) and the definition of \( \delta_v \), \( \alpha = \text{sign}(\delta_v) \). This suggests the estimator \( \hat{\alpha} = \text{sign}(\delta_v) \). Since \( \hat{\delta}_v \) converges at rate root \( N \), \( \text{sign}(\delta_v) \) will converge at a rate faster than root \( N \), so estimating \( \alpha \) first in this way will not affect the limiting root \( N \) distribution of \( \hat{\beta} \).

More generally, \( \alpha = \text{sign}[g(v, x, z)] \) for all \( v, x, \) and \( z \). Therefore a test of the hypothesis \( g(v, x, z) = 0 \) is a test of whether \( \alpha = 0 \). Applicable nonparametric consistent tests of \( g(v, x, z) = 0 \) include Lewbel (1995) and Ait-Sahalia et al. (1997). Also, \( G(v, x, z) \) must be nondecreasing in \( v \) if \( \alpha = 1 \), nonincreasing in \( v \) if \( \alpha = -1 \), and is independent of \( v \) if \( \alpha = 0 \). The function \( G \) can be estimated as a nonparametric regression of \( y \) on \( v, x, \) and \( v \). This \( \hat{G} \) could also be used as a check on the model specification, in that nonmonotonicity of \( G \) as a function of \( v \) would indicate that the model is misspecified. Equivalently, having the nonparametric regression derivative \( \hat{g}(v, x, z) \) be significantly positive for some values of \( (v, x, z) \) and significantly negative for others would indicate model misspecification.

Suppose we failed to check \( \hat{\alpha} \) as above, and erroneously applied the estimator of Theorem 1 assuming \( \alpha = 1 \), when in fact \( \alpha = -1 \)? It is straightforward to verify, following the steps of the proof of Theorem 1, that if \( \alpha = -1 \) then \( \mathbb{E}(\hat{y}^*|z) \) will equal \( \mathbb{E}(x^T\hat{\beta} + e - L - K|z) \), so \( \rho \lim \hat{\beta} \) will equal \( \beta - \Delta \mathbb{E}(z)(L + K) \), where \( \Delta \) is given by Eq. (3.6) and \( L \) and \( K \) are the lower and upper bounds of the support of \( v \). If the support of \( v \) is symmetric, so \( L = -K \), then \( \hat{\beta} \) will consistently estimate \( \beta \) regardless of whether \( \alpha \) is plus one or minus one. However, this dependence on the support of \( v \) implies that the estimate \( \hat{\beta} \) is likely to be quite erratic (i.e., very sensitive to the few largest observations of \(|v|\)) if \( \alpha = -1 \).

5.2. The distribution of the latent error

Let \( \hat{G}(v, x, z) \) be a kernel or other nonparametric regression of \( y \) on \( v, x, \) and \( z \), and let \( \hat{g}(v, x, z) = \partial \hat{G}(v, x, z)/\partial v \), so \( \hat{g} \) is a nonparametric regression derivative.
Assuming again that \( x = 1 \), it follows from Eq. (5.2) that

\[
F_x(e|x, z) = 1 - G(-e - x^T \beta, x, z)
\]  

and therefore \( \hat{F}_x(e|x, z) = 1 - \hat{G}(-e - x^T \hat{\beta}, x, z) \) and \( \hat{f}_x(e|x, z) = \hat{g}(-e - x^T \hat{\beta}, x, z) \) are consistent estimators of \( F_x \) and \( f_x \). The limiting distributions of these functions will be the same as if \( \hat{\beta} \) were replaced by the true \( \beta \), because \( \hat{\beta} \) converges to its limit at rate root \( N \).

Attributes of \( F \) of interest include moments such as \( E[\psi(e)|x, z] \) and \( E[\psi(e)] \) for given functions \( \psi \). For example, \( \psi(e) = e \) and \( \psi(e) = e^2 \) provide conditional and unconditional means and variances of \( e \). Estimates of such moments could be recovered from \( \hat{g} \) since \( E[\psi(e)|x, z] = \{\psi(e)\hat{g}(-e - x^T \beta, x, z)\} \). The following theorem, which is closely related to McFadden (1993) and Lewbel (1997), provides a simpler expression for \( E[\psi(e)|x, z] \), which can be estimated without first nonparametrically estimating the derivative \( g \).

**Theorem 2.** Let Assumptions A.1'–A.3' hold. Assume \( e \) has a continuous conditional distribution with density function \( f_x(e|x, z) = f_e(e|v, x, z) \) and support equal to the whole real line. Assume that \( \psi(e) \) is differentiable, \( \psi(0) = 0 \), and \( \lim_{e \to \infty} \psi(e)[F_x(e|x, z) - 1] = \lim_{e \to -\infty} \psi(e)F_x(e|x, z) = 0 \). Let \( \psi(e) = \partial \psi(e)/\partial e \). Then the following equation

\[
E[\psi(e)|x, z] = E\left[ \psi\left( -v - x^T \beta \right) \frac{y + I(v + x^T \beta < 0) - 1}{f(v|x, z)} \right]_{x, z}.
\]  

(5.5)

holds.

The assumption that \( \psi(0) = 0 \) is made, without loss of generality, since if it does not hold then \( \psi \) could be replaced with \( \psi(e) - \psi(0) \). Define

\[
\hat{H}_{\psi i} = \psi\left( -v_i - x_i^T \hat{\beta} \right) [y_i + I(v_i + x_i^T \hat{\beta} < 0) - 1]/\hat{f}(v_i|x_i, z_i).
\]  

(5.6)

By Theorem 2, \( E[\psi(e)|x, z] \) can be estimated by a nonparametric regression of \( \hat{H}_{\psi i} \) on \( x_i \) and \( z_i \), and unconditional moments \( E[\psi(e)] \) can be estimated as the sample average of \( \hat{H}_{\psi i} \). In particular, \( \sigma_e^2 \), the unconditional variance of \( e \), has

\[
\hat{\sigma}_e^2 = N^{-1} \sum_{i=1}^N 2(v_i + x_i^T \hat{\beta})[1 - y_i - I(v_i + x_i^T \hat{\beta})]/\hat{f}(v_i|x_i, z_i).
\]  

(5.7)

Given this estimator we can, if desired, let \( \bar{v} = 1/\sigma_e \) and \( \bar{\beta} = \beta/\sigma_e \) to rewrite the model as \( y_i = I(\bar{\beta}x_i + \bar{v} + \bar{\epsilon}_i > 0) \) where, as in the standard probit form, \( \bar{\epsilon}_i \) has unconditional mean zero and variance one.
6. Extensions

6.1. Ordered choice

Ordered response models are summarized in, e.g., Maddala (1983, pp. 46–49). The ordered choice model with \( K \) choices is defined as

\[
y_i = \sum_{k=0}^{K-1} k I(x_k < v_i + x_i^T \beta + e_i \leq x_{k+1}),
\]

(6.1)

where \( x_0 = -\infty \) and \( x_K = \infty \). The choices are \( y_i = 0, 1, 2, \ldots K - 1 \), and \( y_i = k \) is chosen if the latent variable \( v_i + x_i^T \beta + e_i \) lies between \( x_k \) and \( x_{k+1} \). Let \( x_{11} = 1 \) (the constant) and let \( \beta_1 = 0 \). This assumption is made without loss of generality, since if \( \beta_1 \neq 0 \) then each \( x_k \) could be redefined as \( x_k - \beta_1 \).

Let \( y_{ki} = I(y_i \geq k) \) for \( k = 1, \ldots, K - 1 \), and let \( A_j \) equal the \( j \)th row of \( A \) from Eq. (3.6). Then

\[
x_k = -A_j E\left(z \frac{y_i - I(v_i > 0)}{f(v_i|z)}\right), \quad k = 1, \ldots, K - 1,
\]

(6.2)

\[
\beta_j = A_j E\left(z \frac{\sum_{k=1}^{K-1} y_k/(K-1) - I(v_i > 0)}{f(v_i|z)}\right), \quad j = 2, \ldots, J.
\]

(6.3)

To prove this result let \( \eta_k \) equal the expectation in (6.2). Now \( y_{ki} = I(v_i - x_k x_{1i} + \sum_{j=2}^{J} \beta_j x_{ji} + e_i > 0) \) is in the form of Eq. (1.1), so by Theorem 1’ Eq. (6.2) holds and \( \beta_j = A_j \eta_k \) for \( j = 2, \ldots, J, k = 1, \ldots, K - 1 \). It then follows that \( \beta_j = A_j \sum_{k=1}^{K-1} \eta_k/(K-1) \), which equals Eq. (6.3).

Eqs. (6.2) and (6.3) are in the form of the two-stage least-squares estimator, and so have the corresponding root \( N \) consistent, asymptotically normal distribution. In particular, each \( \hat{x}_k \) equals \( -\hat{\beta}_1 \) in Eqs. (4.1)–(4.12), replacing \( y_i \) with \( y_{ki} \) in Eqs. (4.1) and (4.6), and each \( \hat{\beta}_j \) based on (6.3) equals the corresponding \( \hat{\beta}_j \) in (4.12) replacing \( y_i \) with \( \sum_{k=1}^{K-1} y_k/(K-1) \) in Eqs. (4.1)–(4.6).

6.2. Multinomial choice

The estimator given by Eqs. (3.10)–(3.13) is here extended to multinomial choice model estimation. Multinomial (also called polychotomous) response model estimators are discussed in, e.g., Maddala (1983) and McFadden (1984).

A convenient feature of the multinomial choice estimator described below is that it requires no numerical integrations, simulations, or searches.

Let the latent variable \( w_{ki}^{**} \), sometimes interpreted as the utility associated with choice \( k \), be given by \( w_{ki}^{**} = \alpha v_{ki}^{**} + \beta_k^T x_i + e_{ki} \) for \( k = 0, \ldots, K \). It is assumed that the special regressors \( v_{ki}^{**} \) are all distinct, so \( v_{ki}^{**} \) does not equal a deterministic function of the other \( v_{mi}^{**} \)'s, and that the special regressors have a joint continuous distribution, conditional on \( x_i \) and a vector of instruments \( z_i \). It is also
assumed here that $\alpha$, the coefficient of $v^*_i$, is negative and is the same for every choice $k$. The coefficient $\alpha$ is then without loss of generality normalized to equal $-1$. This change in normalization simplifies the multinomial estimator.

Define $v_{ki} = v^*_{ki} - v^*_{0i}$, $\beta_k = (\beta^*_k - \beta^*_0)$, $e_{ki} = (e^*_{ki} - e^*_{0i})$, and

$$w_{ki} = -v_{ki} + x_i^T \beta_k + e_{ki}, \quad k = 0, \ldots, K.$$  \hfill (6.4)

Eq. (6.4) makes $w_{0i} = 0$. The multinomial choice model with $K + 1$ choices is defined as $y_{ki} = I(w^*_{ki} > \max_{m \neq k} w^*_{mi})$, which is equivalent to

$$y_{ki} = I\left(w_{ki} > \max_{m \neq k} w_{mi}\right) \quad k = 0, \ldots, K. \hfill (6.5)$$

An estimator of $\beta_k = (\beta^*_k - \beta^*_0)$ for $k = 1, \ldots, K$ will be provided, using data on $y_{0i}, x_i$ and (if necessary) a vector of instruments $z_i$. The estimator can be repeated $K$ additional times, renumbering the choices so that each time a different choice is designated by $0$, to yield estimates of $\beta^*_k - \beta^*_m$ for all pairs of choices $k$ and $m$. Let $s_{ki} = x_i^T \beta_k + e_{ki}$, and let $e_i, s_i$ and $v_i$ be the $K$ vectors of elements $e_{ki}, s_{ki}$, and $v_{ki}$, for $k = 1, \ldots, K$. Assume as before that $F_{ex}(e, x | v, z) = F_{ex}(e, x | z)$ and $E(ze) = 0$, where $F_{ex}$ is now the conditional distribution of the vector of errors $e$ and the vector of regressors $x$. It follows that $F_s(v | z) = F_s(v | z)$ where $F_s$ is the conditional distribution of the vector $s$, and

$$E(y_{0i} | v, z) = E[I(s_k < v_k, k = 1, \ldots, K) | v, z] = F_s(v | z). \hfill (6.6)$$

Assume that $e$, and hence $s$, has a continuous conditional distribution. Let $f_s(v | z)$ denote the conditional probability density function of $s$. Let $\Omega_v$ denote the support of $v$, a compact subset $\mathbb{R}^k$, and assume that the support of $s$ is a compact subset of $\Omega_v$. Then, using (6.6) and paralleling the derivation of (3.10)–(3.12),

$$E(x | z)^T \beta_k + E(e_k | z) = E(s_k | z) = \int_{\Omega_v} v_k f_s(v | z) \, dv$$

$$= E[v_k f_s(v | z) / f(v | z)]$$

$$= E\left[v_k \frac{\partial^K E(y_0 | v, z)}{\partial v_1 \partial v_2 \ldots \partial v_K} / f(v | z)\right], \quad k = 1, \ldots, K. \hfill (6.7)$$

$$\beta_k = \Delta E\left[z v_k \frac{\partial^K E(y_0 | v, z)}{\partial v_1 \partial v_2 \ldots \partial v_K} / f(v | z)\right], \quad k = 1, \ldots, K. \hfill (6.8)$$

Eq. (6.8) shows the identification of $\beta_k$ for $k = 1, \ldots, K$. Letting $\hat{G}^*(v, z)$ be a nonparametric regression of $y_{0i}$ on $v_i$ and $z_i$, and $\hat{f}(v | z)$ be a kernel estimator of the conditional density $f(v | z)$, the estimator corresponding to Eq. (6.8) is

$$\hat{\beta}_k = \hat{\Delta} N^{-1} \sum_{i=1}^N z_i v_{ki} \frac{\partial^K \hat{G}(v_i, z_i)}{\partial v_{1i} \partial v_{2i} \ldots \partial v_{K_i}} / \hat{f}(v | z), \quad k = 1, \ldots, K. \hfill (6.9)$$
For $K = 1$, Eq. (6.8) reduces (after sign changes) to Eq. (3.12). We could apply integration by parts $K$ times to the integral in (6.7) in an attempt to simplify the estimator analogous to obtaining Theorem 1' from Eq. (3.11). Unfortunately, applying integration by parts to the derivatives of $E(y_0 \mid v, z)$ with respect to $v_m$ for each $m \neq k$ yields expressions involving $E(y_0 \mid v, z)$ evaluated at the boundary of the support of $v_m$, and hence the corresponding estimator would require evaluating a nonparametric regression at the boundary of the support of the data. A similar transformation is required to derive the influence function for Eq. (6.9) (see, e.g., Stoker, 1991 for an analogous calculation), and hence Eq. (6.9), while consistent, will in general converge at a slower than root $N$ rate.

6.3. Partly linear latent variable choice models

Theorem 1' can be extended to estimate $m(x)$ in the model

$$y_i = I[v_i + m(x_i) + e_i > 0],$$  

(6.10)

where $m(x)$ is an unknown smooth function. An example is where $y_i$ is a purchase decision, $-v_i$ is a log price (or a willingness to pay bid), and $m(x_i) + e_i$ is agent $i$'s log reservation price (or willingness to pay) function. Let Assumptions A.1–A.3, hold with Eq. (6.10) instead of Eq. (1.1), and assume $E(e \mid x) = 0$. The proof of Theorem 1 will then yield $E(y^+ \mid x) = m(x) + E(e \mid x) = m(x)$, so a consistent estimator of $m(x)$ is any nonparametric regression (e.g., a kernel regression) of $y^+ I[v > 0] \hat{f}(v \mid x)$ on $x$.

Under weaker conditions regarding the error, one can estimate the vector $\beta$ in models of the partly linear form

$$y_i = I[v_i + \varphi(x, \beta) + e_i > 0],$$  

(6.11)

where $\varphi(x, \beta)$ is a known function of the unknown parameter vector $\beta$. Let Assumptions A.1’–A.4’ hold with Eq. (6.11) instead of Eq. (1.1). The proof of Theorem 1’ will then yield $E(\tilde{y}^* \mid z) = E[\varphi(x, \beta) + e \mid z]$, so

$$E\left(\int \frac{y - I(v > 0)}{f(v \mid z)} - \varphi(x, \beta) \right) = 0.$$  

(6.12)

Therefore, $\beta$ can be consistently estimated if it can be identified from the moments (6.12). Given the limiting distributions derived in Section 4, the resulting estimator will have the same limiting distribution as GMM using the moment conditions $E(z[q - \varphi(x, \beta)]) = 0$, where $q$ is defined in Eq. (4.9).

6.4. Threshold and censored regression models

For any scalar $\kappa$, define $y_i(\kappa)$ by

$$y_i(\kappa) = I(v_i x + x_i^T \beta + e_i > \kappa),$$  

(6.13)
so \( y_i(\kappa) \) is one when the latent variable exceeds the threshold \( \kappa \), and zero otherwise. Continue to assume that \( e_i \) satisfies either (1.2) and (1.3) or (1.4) and (1.5). The binary choice model (1.1) is equivalent to this model when only \( y_i = y_i(0) \) is observed. Assume now that \( y_i(\kappa) \) is observed for at least two values of \( \kappa \). Without loss of generality, let the observed data be \( y_i(0) \) and \( y_i(\kappa) \) for some known \( \kappa > 0 \). This will be sufficient to identify both \( \beta \) and the scale parameter \( \alpha \).

Let \( x_{1i} = 1 \) for all \( i \), so \( \beta_1 \) is the constant term in the latent variable. Maintaining the assumption \( \alpha' \neq 0 \), (6.13) can be written as

\[
y_i(\kappa) = I[v_i + x_i^T \beta(\kappa) + e_i(\kappa) > 0],
\]

where \( \beta_1(\kappa) = (\beta_1 - \kappa)/\alpha \), \( \beta_j(\kappa) = \beta_j/\alpha \) for \( j = 2, \ldots, J \), and \( e_i(\kappa) = e_i/\alpha \). Since Eq. (6.14) is in the form of Eq. (1.1), for each observed threshold \( \kappa \) we can apply Theorem 1' to estimate the vector \( \beta(\kappa) \) by linearly regressing \( y^*(\kappa) \) on \( x \) using instruments \( z \), where

\[
y^*_i(\kappa) = [y_i(\kappa) - I(v_i > 0)]/f(v_i|u_i).
\]

The limiting root \( N \) distribution of the resulting \( \hat{\beta}(\kappa) \) is given by Eqs. (4.1)-(4.12) with \( y_i(\kappa) \) in place of \( y_i \). Given \( \hat{\beta}(0) \) and \( \hat{\beta}(\kappa) \) for some \( \kappa \neq 0 \), root \( N \) consistent, asymptotically normal estimates of the original \( \alpha \) and \( \beta \) in Eq. (6.13) are then given by \( \hat{\alpha} = \kappa/[(\hat{\beta}_1(0) - \hat{\beta}_1(\kappa))] \) and, for all \( \kappa \), \( \hat{\beta} = \hat{\beta}(\kappa) \hat{\alpha} \). If \( y_i(\kappa) \) is observed for more values of \( \kappa \), then additional estimates of \( \alpha \) and \( \beta \) are obtained, and these estimates could be efficiently combined using a minimum chi squared procedure.

This same estimator can also be used for censored regression models. Suppose \( w_i \) is observed, where

\[
\hat{w}_i = \max(v_i \alpha + x_i^T \beta + e_i, 0).
\]

This is the standard fixed censoring point censored regression model. In particular, if \( e \) were normal and independent of \( v \) and \( x \) then this would be a Tobit model. Assume that the distribution of \( e_i \) is unknown, but satisfies (1.2) and (1.3), or (1.4) and (1.5). Then for any \( \kappa \geq 0 \), we can construct \( y_i(\kappa) = I(w_i > \kappa) \), and so the threshold model estimator of the previous paragraph can be used to estimate \( \alpha \) and \( \beta \).

Some more efficient, related estimators of censored and truncated regression models based on weighting by \( f \) are given in Khan and Lewbel (1999).

7. A simulation study

7.1. Kernel and bandwidth selection

When Eqs. (B.1)-(B.3) are used to estimate \( f(v|u) \), a kernel and bandwidth must be selected. While Theorem 3 in the appendix calls for higher order kernels.
to eliminate asymptotic bias, it is commonly recognized that the greater variance of high order kernels makes them inferior to low-order kernels unless the sample size is very large. For Eq. (B.1), the simulations here use the quartic product kernel

\[ K_c(c) = \prod_{\ell = 1}^{k} 0.9375 I(|c_\ell|/\sigma_\ell < 1)[1 - (c_\ell/\sigma_\ell)^2]^{2/\sigma_\ell}, \]  

(7.1)

where \( \sigma_\ell \) is the estimated standard deviation of the component \( c_\ell \). The analogous quartic product kernel is also used for \( K_{vc} \) in (B.2). This kernel is chosen because it is computationally quick, it is generally well behaved (see Härdle, 1990), and is optimal in a related kernel averaging context (see Härdle et al., 1992).

Ordinary cross validation methods are not suitable for choosing the bandwidth because, typical of root \( N \) semiparametrics, Theorem 3 requires under-smoothing relative to optimal pointwise convergence. Härdle et al. (1992) and Powell and Stoker (1996) calculate optimal bandwidths for some root \( N \) estimators of density functionals. While it is probably possible to adapt methods similar to theirs to the present context, a simpler procedure was used here.

If \( y_i \) equaled \( I(v_i + \delta > 0) \) for any scalar constant \( \delta \), then by Theorem 1

\[ \delta = E \left( \frac{I(v > -\delta) - I(v > 0)}{f(v \mid u)} \right). \]

(7.2)

So, analogous to \( \hat{\eta} \) in (4.6), define \( \hat{\delta} \) by

\[ \hat{\delta} = N^{-1} \sum_{i=1}^{N} \left[ I(v_i > -\delta) - I(v_i > 0) \right] / \hat{f}(v_i \mid u_i). \]

(7.3)

The functional in Eq. (7.3) is very similar to the one defining \( \hat{\beta} \), and by Theorem 3 the rate at which the bandwidth must shrink for root \( N \) convergence of \( \hat{\delta} \) to \( \delta \) is comparable to that required for \( \hat{\beta} \). This suggests choosing the bandwidth that maximizes the accuracy of \( \hat{\delta} \).

This procedure is used in the Monte Carlo’s. In each replication, the following steps are performed. First, \( \hat{f} \) in Eq. (B.3) is estimated using each of the bandwidths 0.5, 1, 1.5, 2, 2.5, 3, 3.5, and 4, resulting in eight different estimates of \( \hat{f} \). Next, letting \( \delta \) equal twice the estimated standard deviation of \( v \), \( \hat{\delta} \) in Eq. (7.3) is estimated using each of the eight estimates of \( \hat{f} \), and \( (\hat{\delta} - \delta)^2 \) is calculated for each. Among these eight, the \( \hat{f} \) that minimizes \( (\hat{\delta} - \delta)^2 \) is then used for that replication to estimate \( \hat{\beta} \) and its asymptotic variance.

No optimality properties for this method of bandwidth selection are claimed here. It is proposed only as a simple, reasonable procedure that seems to work moderately well in the Monte Carlo’s.
7.2. Monte Carlo analysis

The simulated model is
\[ y_i = I(v_i + \beta_1 + \beta_2 x_{2i} + e_i > 0) \] \hspace{1cm} (7.4)
for scalar random variables \( y_i, v_i, x_{2i}, \) and \( e_i \) (\( x_{1i} = 1 \) is the constant). Let \( e_{i1}, e_{i2}, e_{i3}, \) and \( e_{i4} \) be independent random variables, each having mean zero and variance one, where \( e_{i1} \) is uniformly distributed, \( e_{i2} \) and \( e_{i3} \) are standard normals, and \( e_{i4} \) is a mixture of normals defined below.

The ‘clean probit’ design defines regressors, errors, and instruments by
\[ x_{2i} = e_{i1}, \ v_i = 2e_{i2}, \ e = e_{i3}, \ u_i = x_{2i}, \ z_i = (1, u_i)^T \] \hspace{1cm} (7.5)
making \( v_i \) and \( e_i \) be independent normals, and \( x_{2i} \) be an independent uniformly distributed regressor. In this clean design \( z_i = x_i \), so the two-stage least-squares estimator reduces to ordinary least squares.

Let \( e_{i4} \) be \( \mathcal{N}(-0.3, 0.91) \) with probability 0.75 and \( \mathcal{N}(0.9, 0.19) \) with probability 0.25. This mixture of normals is designed to yield a distribution that is both skewed and bimodal, but still has mean zero and variance one. The ‘messy’ design defines regressors, errors, and instruments by
\[ x_{2i} = e_{i1} + e_{i4}, \ v_i = 2e_{i2} + e_{i4}, \ e_i = e_{i1} + e_{i3}, \ u_i = e_{i4}, \ z_i = (1, u_i)^T. \] \hspace{1cm} (7.6)
The result is that this messy design has regressors and instruments that are all skewed, multimodal, and cross correlated with each other, and further has errors \( e_i \) that are correlated with \( x_i \) with correlation 0.5.

The true values of the coefficients are \( \beta_1 = \beta_2 = 1 \). The models are estimated with sample size \( N = 100 \). The number of Monte Carlo replications is 10,000. The results are in Tables 1 and 2.

The two rows in each block of numbers in the tables correspond to the estimates \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \), respectively. The summary statistics reported for the Monte Carlo distribution of each \( \hat{\beta}_j \) are the mean (MEAN), the standard deviation (SD), the lower quartile (LQ), the median (M), the upper quartile (UQ), the root mean squared error (RMSE) the mean absolute error (MAE), and the median absolute error (MDAE).

The replications include calculation of the estimated standard errors of the \( \beta \)'s, as described after Eq. (4.12). The mean of these estimated standard error estimates (MESE) is reported, as is the percent of replications in which each \( \hat{\beta}_j \) is within two estimated standard errors of the true \( \hat{\beta}_j \) (%2SE).

Four different estimators are compared. The first is maximum likelihood probit. This is the efficient estimator in the clean probit design (Table 1). This ML probit is inconsistent in the messy design, but is still provided there to serve as a benchmark.
The second estimator is the proposed semiparametric estimator in Eqs. (4.3)–(4.8), but using the true conditional density \( f(v|u) \) that the \( v_i \) observations are drawn from.

The third estimator is the same as the second, except that it uses the kernel estimated density \( \hat{f}(v|u) \) instead of the true \( f(v|u) \). There are two sources of error in \( \hat{\beta} \). One source is the least-squares estimation error from regressing \( y_i^p \) on \( x_i \), and the other source of error is the use of the estimated conditional density function \( \hat{f} \) in place of the true density \( f \) in constructing \( \hat{\gamma}_{i}^{p} \). The second and third blocks of numbers in the tables can be compared to assess the separate contributions of these sources of error. The estimated density \( \hat{f} \) in the third estimator is given by Eqs. (B.1)–(B.3) with \( d_i \) empty and \( c_i = u_i \). The kernels and bandwidths are chosen as described in the previous section. Although \( v_i \) and \( e_i \) have supports equal to the whole real line, no trimming is done, so \( \tau_N = 0 \) in Eq. (B.3).

The fourth reported estimator is the simple ordered data estimator, Eq. (4.16).

As would be hoped, the semiparametric estimator using the true \( f \) appears close to mean unbiased in both the clean and messy designs. The semiparametric estimator using \( \hat{f} \) has a 12–14\% mean and median bias in the clean design, and a more substantial 20–57\% bias in the messy design. For comparison, ML probit appears unbiased in the clean design, but is much worse than the semiparametric estimator in the messy design (where it is inconsistent), having a 46–91\% bias. The observation that the semiparametric estimator using the true \( f \) is virtually mean unbiased in both designs implies that the estimator will be unbiased even in small samples when the density \( f \) is known, and should be close to unbiased whenever samples are large enough to accurately estimate \( f \).

The simple ordered data estimator performed comparably to the kernel-based estimator, having greater variance and less mean bias, leading overall to a modestly higher root mean squared error.

Variances and other measures of error magnitudes are similar across the estimators, with differences being primarily due to the above mean and median biases. The exceptions are that the root mean squared errors of ML are about 30\% smaller than the semiparametric estimator in the clean probit design (where ML is efficient), and the variance of \( \hat{\beta} \) is quite large using the true \( f \) in the messy design. This latter result is likely due to a few outliers arising from very tiny \( f \) values, and might be mitigated with trimming. A similar result is found in Lewbel (1997). It is also possible that the asymptotic variance using \( \hat{f} \) is smaller than the asymptotic variance using the true \( f \). This would be consistent with the density \( f \) being ancillary to \( \hat{\beta} \).

In applications, confidence intervals and test statistics are often as important as point estimates, yet many Monte Carlo analyses fail to evaluate the quality of standard error estimates. Standard errors are estimated here exactly as they would be with real data. In each replication, \( q_i \) is estimated by replacing \( y_{i}^{p} \) with \( \hat{\gamma}_{i}^{p} \) in Eq. (4.9) and replacing each conditional expectation in that equation with
a kernel regression. Standard errors are then given by the square root of the diagonal of \( \Delta \, \text{var}(\hat{q}_i - z_i x_i^T \hat{\beta}) / \Delta^T \) \( / N \). For the probit model, White corrected standard errors are reported. In keeping with the spirit of the simple ordered data estimator, for that estimator ordinary two-stage least-squares White corrected standard errors (which ignore estimation error in the construction of \( \hat{y}_i \)) are reported.

Standard errors are of course intended to estimate the standard deviations of \( \hat{\beta} \). In almost all of the estimators, the mean estimated standard errors of the estimators are close to the Monte Carlo standard deviations, as desired. The exception is the estimator using the true \( f \) in the messy design, which as discussed above suffers from outliers. The coverage probabilities of \( \pm 2 \) standard error confidence intervals are close to (but a little smaller than) 95\%, except for \( \hat{\beta}_2 \) in the messy design which suffered from substantial mean bias.

As discussed earlier, based on the support assumptions it is expected that the larger the observed spread of \( v \), the better the performance of the estimator. This is demonstrated in Table 3. In Tables 1 and 2, \( v \) was constructed to have the same standard deviation as \( x^T \beta + e \). The design in Table 3 is identical to the messy design in Table 2, except that each \( v \) was doubled, so in Table 3 the standard deviation of \( v \) is twice the standard deviation of \( x^T \beta + e \). Comparing Tables 2 and 3 shows that this increased spread in \( v \) reduces the mean and median bias considerably.

These results are encouraging. Limited experiments with other sample sizes indicate that the mean and median biases, where present, do diminish as \( N \) increases, though rather slowly.

Table 1
Clean probit design\(^a\)

<table>
<thead>
<tr>
<th>( j )</th>
<th>MEAN</th>
<th>SD</th>
<th>LQ</th>
<th>MED</th>
<th>UQ</th>
<th>RMSE</th>
<th>MAE</th>
<th>MDAE</th>
<th>MESE</th>
<th>%2SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probit</td>
<td>1.00</td>
<td>0.21</td>
<td>0.86</td>
<td>0.99</td>
<td>1.14</td>
<td>0.21</td>
<td>0.17</td>
<td>0.14</td>
<td>0.20</td>
<td>0.94</td>
</tr>
<tr>
<td>ML</td>
<td>1.01</td>
<td>0.22</td>
<td>0.86</td>
<td>1.00</td>
<td>1.15</td>
<td>0.22</td>
<td>0.17</td>
<td>0.15</td>
<td>0.21</td>
<td>0.94</td>
</tr>
<tr>
<td>Semipar</td>
<td>1.00</td>
<td>0.28</td>
<td>0.81</td>
<td>0.99</td>
<td>1.17</td>
<td>0.28</td>
<td>0.22</td>
<td>0.18</td>
<td>0.27</td>
<td>0.94</td>
</tr>
<tr>
<td>true ( f )</td>
<td>2.00</td>
<td>0.30</td>
<td>0.80</td>
<td>0.98</td>
<td>1.19</td>
<td>0.30</td>
<td>0.24</td>
<td>0.20</td>
<td>0.28</td>
<td>0.94</td>
</tr>
<tr>
<td>Semipar</td>
<td>1.13</td>
<td>0.27</td>
<td>0.95</td>
<td>1.13</td>
<td>1.31</td>
<td>0.30</td>
<td>0.24</td>
<td>0.20</td>
<td>0.29</td>
<td>0.94</td>
</tr>
<tr>
<td>kernel ( f )</td>
<td>2.14</td>
<td>0.32</td>
<td>0.92</td>
<td>1.12</td>
<td>1.33</td>
<td>0.35</td>
<td>0.27</td>
<td>0.21</td>
<td>0.32</td>
<td>0.92</td>
</tr>
<tr>
<td>Simple</td>
<td>2.00</td>
<td>0.30</td>
<td>0.80</td>
<td>0.98</td>
<td>1.19</td>
<td>0.30</td>
<td>0.24</td>
<td>0.19</td>
<td>0.34</td>
<td>0.97</td>
</tr>
<tr>
<td>ordered</td>
<td>2.00</td>
<td>0.36</td>
<td>0.76</td>
<td>0.98</td>
<td>1.20</td>
<td>0.36</td>
<td>0.28</td>
<td>0.23</td>
<td>0.36</td>
<td>0.94</td>
</tr>
</tbody>
</table>

\(^a\)The two rows in each block correspond to \( \hat{\beta}_1 \) and \( \hat{\beta}_2 \), respectively. Each block is a different estimator: probit maximum likelihood, Eqs. (4.3)-(4.8) using the true density \( f \), Eqs. (4.3)-(4.8) using the kernel estimated \( \hat{f} \), and the ordered data estimator (4.16). The reported summary statistics are the mean (MEAN), the standard deviation (SD), the lower quartile (LQ), the median (M), the upper quartile (UQ), the root mean squared error (RMSE) the mean absolute error (MAE), the median absolute error (MDAE), the mean estimated standard error estimate (MESE) and the percent of replications in which \( \hat{\beta}_j \) is within two estimated standard errors of the true \( \beta_j \) (%2SE).
Table 2  
Messy design

<table>
<thead>
<tr>
<th>$j$</th>
<th>MEAN</th>
<th>SD</th>
<th>LQ</th>
<th>MED</th>
<th>UQ</th>
<th>RMSE</th>
<th>MAE</th>
<th>MDAE</th>
<th>MESE</th>
<th>%2SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probit</td>
<td>1</td>
<td>1.46</td>
<td>0.35</td>
<td>1.22</td>
<td>1.43</td>
<td>1.67</td>
<td>0.57</td>
<td>0.48</td>
<td>0.44</td>
<td>0.33</td>
</tr>
<tr>
<td>ML</td>
<td>2</td>
<td>1.91</td>
<td>0.39</td>
<td>1.64</td>
<td>1.85</td>
<td>2.13</td>
<td>0.99</td>
<td>0.91</td>
<td>0.85</td>
<td>0.37</td>
</tr>
<tr>
<td>Semipar</td>
<td>1</td>
<td>1.01</td>
<td>2.10</td>
<td>0.53</td>
<td>0.85</td>
<td>1.23</td>
<td>2.10</td>
<td>0.55</td>
<td>0.38</td>
<td>0.60</td>
</tr>
<tr>
<td>true $f$</td>
<td>2</td>
<td>0.99</td>
<td>2.64</td>
<td>0.38</td>
<td>0.73</td>
<td>1.20</td>
<td>2.64</td>
<td>0.70</td>
<td>0.49</td>
<td>0.69</td>
</tr>
<tr>
<td>Semipar</td>
<td>1</td>
<td>0.80</td>
<td>0.38</td>
<td>0.55</td>
<td>0.81</td>
<td>1.06</td>
<td>0.43</td>
<td>0.34</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>kernel $f$</td>
<td>2</td>
<td>0.43</td>
<td>0.40</td>
<td>0.18</td>
<td>0.44</td>
<td>0.69</td>
<td>0.69</td>
<td>0.59</td>
<td>0.57</td>
<td>0.34</td>
</tr>
<tr>
<td>Simple</td>
<td>1</td>
<td>0.87</td>
<td>0.60</td>
<td>0.47</td>
<td>0.82</td>
<td>1.19</td>
<td>0.61</td>
<td>0.47</td>
<td>0.39</td>
<td>0.57</td>
</tr>
<tr>
<td>ordered</td>
<td>2</td>
<td>0.77</td>
<td>0.69</td>
<td>0.32</td>
<td>0.67</td>
<td>1.09</td>
<td>0.73</td>
<td>0.57</td>
<td>0.49</td>
<td>0.60</td>
</tr>
</tbody>
</table>

Table 3  
Messy design, V doubled

<table>
<thead>
<tr>
<th>$j$</th>
<th>MEAN</th>
<th>SD</th>
<th>LQ</th>
<th>MED</th>
<th>UQ</th>
<th>RMSE</th>
<th>MAE</th>
<th>MDAE</th>
<th>MESE</th>
<th>%2SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probit</td>
<td>1</td>
<td>1.34</td>
<td>0.36</td>
<td>1.10</td>
<td>1.33</td>
<td>1.57</td>
<td>0.49</td>
<td>0.40</td>
<td>0.35</td>
<td>0.33</td>
</tr>
<tr>
<td>ML</td>
<td>2</td>
<td>1.73</td>
<td>0.32</td>
<td>1.51</td>
<td>1.71</td>
<td>1.93</td>
<td>0.80</td>
<td>0.73</td>
<td>0.71</td>
<td>0.31</td>
</tr>
<tr>
<td>Semipar</td>
<td>1</td>
<td>1.00</td>
<td>0.69</td>
<td>0.55</td>
<td>0.95</td>
<td>1.37</td>
<td>0.69</td>
<td>0.51</td>
<td>0.42</td>
<td>0.60</td>
</tr>
<tr>
<td>true $f$</td>
<td>2</td>
<td>0.97</td>
<td>0.87</td>
<td>0.42</td>
<td>0.85</td>
<td>1.38</td>
<td>0.87</td>
<td>0.63</td>
<td>0.50</td>
<td>0.68</td>
</tr>
<tr>
<td>Semipar</td>
<td>1</td>
<td>0.99</td>
<td>0.58</td>
<td>0.61</td>
<td>1.00</td>
<td>1.38</td>
<td>0.58</td>
<td>0.46</td>
<td>0.38</td>
<td>0.56</td>
</tr>
<tr>
<td>kernel $f$</td>
<td>2</td>
<td>0.71</td>
<td>0.59</td>
<td>0.32</td>
<td>0.70</td>
<td>1.09</td>
<td>0.66</td>
<td>0.53</td>
<td>0.45</td>
<td>0.53</td>
</tr>
<tr>
<td>Simple</td>
<td>1</td>
<td>0.98</td>
<td>0.79</td>
<td>0.47</td>
<td>0.90</td>
<td>1.40</td>
<td>0.79</td>
<td>0.59</td>
<td>0.47</td>
<td>0.71</td>
</tr>
<tr>
<td>ordered</td>
<td>2</td>
<td>0.94</td>
<td>0.96</td>
<td>0.35</td>
<td>0.81</td>
<td>1.36</td>
<td>0.96</td>
<td>0.68</td>
<td>0.53</td>
<td>0.77</td>
</tr>
</tbody>
</table>

8. Conclusions

This paper used instruments (or regressors) uncorrelated with latent variable errors and a ‘special regressor’ to obtain semiparametric identification of discrete choice model coefficients in the presence of conditional heteroscedasticity of unknown form, and for some endogeneous and mismeasured regressor models. Simple root $N$ consistent, asymptotically normal estimators for the binary choice model were constructed based on this identification. A Monte Carlo analysis shows that the estimators work reasonably well.

The Monte Carlo also indicates that the asymptotic standard error estimates perform well. It should be possible to construct bootstrap confidence intervals instead (though the consistency of doing so is not proved here). The estimator requires at most order $N^2$ calculations, so bootstrapping would be computationally practical.

Successful application of the estimator hinges crucially on appropriate selection and construction of the special regressor $v$. Theoretical and simulation results suggest some guidelines, for example, the regressor $v$ should be demeaned.
or otherwise centered close to zero, \( \text{var}(v \mid x) \) should be large relative to \( \text{var}(x^T \beta) \), and \( v \) should have a strong positive effect on \( y \).

Further study is called for on ways to improve the finite sample properties of the estimator. For example, accuracy might be improved by replacing \( v \) and \( x^T \beta \) with \( v - \kappa \) and \( x^T \beta + \kappa \) for one or more values of \( \kappa \), or more generally replacing \( v \) and \( x^T \beta \) with \( v - x^T \theta \) and \( x^T (\beta + \theta) \) for some vector \( \theta \). Different values of \( \kappa \) or \( \theta \) will result in different numbers of observations in which \( y_i - I(v_i > 0) \), and hence \( y_i^e \), is nonzero. Possibilities might include letting \( \kappa \) be the sample mean or median of \( v \), or letting \( \theta \) be the coefficients from regressing \( v \) on \( x \), analogous to the ordered data estimator. Note that \( \kappa \) or \( \theta \) would need to be chosen in some way that does not violate the assumed conditional independence of \( e \) with the transformed \( v \).

It would also be useful to study the more complicated estimators based on Eqs. (3.9), (3.12), and (4.16), to see if they perform better in finite samples. Estimation accuracy might also be improved by better bandwidth choice procedures.

The estimators in this paper can be applied and extended in a variety of ways. Honoré and Lewbel (1999) extend them to derive binary choice panel estimators with weakly exogeneous regressors. Khan and Lewbel (1999) construct related estimators for censored regression models. Lewbel and McFadden (1997) apply the present paper’s estimator as the first stage in the estimation of features of the distribution of the latent variable in applications where \( v \) is determined by experimental design.

Efficiency of this paper’s estimator might be increased by use of some weighted least-squares procedure, or by estimating \( \beta \) and the density of \( v \) jointly instead of in two stages. Lewbel and McFadden (1997) report comparisons of the ordinary least squares (\( z = x \)) estimator derived here to Klein and Spady (1993). They find that this paper’s least-squares estimator is very inefficient relative to Klein and Spady when the errors are independent of the regressors (i.e., when Klein and Spady is consistent and semiparametrically efficient.). It is not known what the efficiency bound is under the present paper’s assumptions, where general forms of heteroscedasticity are permitted.
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Appendix A. Proofs

Proof of Theorem 1'. Let \( s = s(x, e) = -x^T \beta - e \). Then

\[
E(y^* | z) = E\left( \frac{E[y - I(v > 0) | v, z]}{f(v | z)} \right)
\]

\[
= \int_{L}^{K} \frac{E[y - I(v > 0) | v, z]}{f(v | z)} f(v | z) dv
\]

\[
= \int_{L}^{K} \left( I(v + x^T \beta + e > 0) - I(v > 0) \right) dv
\]

\[
= \int_{\Omega_{ex}} \left( I(v > s) - I(v > 0) \right) dv dF_{ex}(e, x | z)
\]

Eq. (3.8) then follows from the law of iterated expectations.

Proof of Theorem 2. Let \( F^*(e, x, z) = F_e(e|x, z) - I(e > 0) \). Then

\[
E[\psi(e) | x, z] = \int_{-\infty}^{\infty} \psi(e) f_e(e|x, z) de
\]

\[
= \int_{-\infty}^{0} \psi(e) \left[ \frac{\partial F_e(e|x, z)}{\partial e} \right] de
\]

\[
+ \int_{0}^{\infty} \psi(e) \left[ \frac{\partial [F_e(e|x, z) - 1]}{\partial e} \right] de
\]

\[
= \int_{-\infty}^{\infty} \psi(e) \left[ \frac{\partial F^*(e, x, z)}{\partial e} \right] de = - \int_{-\infty}^{\infty} \psi'(e) F^*(e, x, z) de.
\]
Note that $\psi(e) = 0$ at $e = 0$, and that the last equality above is an integration by parts, which uses the assumption that $[\psi(e)F^*(e, x, z)]_{-\infty}^\infty = 0$. By the above equation, the definition of $F^*$, and Eq. (5.4),

$$E[\psi(e)|x, z] = \int_{-\infty}^{\infty} \psi(e)[G(-e - x^T \beta, x, z) + I(e > 0) - 1] \, de.$$ 

Next do the change of variables $v = -e - x^T \beta$ to get

$$E[\psi(e)|x, z] = \int_{-\infty}^{\infty} \psi'(v - v - x^T \beta)[G(v, x, z) + I(v + x^T \beta < 0) - 1] \, dv$$

$$= \int_{-\infty}^{\infty} \psi'(v - v - x^T \beta)[E(y|v, x, z) + I(v + x^T \beta < 0) - 1] \, dv$$

$$= E[\psi'(v - v - x^T \beta)[E(y|v, x, z)] x, z].$$

Eq. (5.5) then follows from the law of iterated expectations.

**Appendix B. Root $N$ convergence**

A set of regularity conditions that are sufficient for root $N$ consistent, asymptotically normal convergence of $\hat{\eta}$, and hence of $\hat{\beta}$, is provided here as Theorem 3 below. Theorem 3 is a special case of a two step estimator with a kernel estimated nonparametric first step. The general theory of such estimators is described in Newey and McFadden (1994) and Newey (1994). The proof of Theorem 3 is omitted, because the result is a special case of the theorems provided in Appendix B of Lewbel (1998), and is little more than an application of Theorem 8.11 in Newey and McFadden (1994). See also Robinson (1988), Powell et al. (1989), Lewbel (1995), and Andrews (1995).

As discussed in Section 4, define $u$ to be the vector of variables such that $f(v|u) = f(v|z)$ and no element of $u$ equals a function of other elements of $u$. In Theorem 3, $f(v|u)$ is used for estimating $\eta$. The vector $u$ below is divided into a vector of continuously distributed elements $c$ and a vector of discretely distributed elements $d$, to permit regressors and instruments of both types.

Theorem 3 gives the limiting distribution for an estimate of $E[w/f(v|u)]$ for arbitrary $w$.

**Assumption B.1.** Each $\omega_i = (w_i, v_i, u_i)$ is an independently, identically distributed draw from some joint data generating process, for $i = 1, \ldots, N$. Let $\Omega$ be the support of the distribution each $\omega_i$ is drawn from.
Assumption B.2. Let \( u_i = (c_i, d_i) \) for some vectors \( c_i \) and \( d_i \). The support of the distribution of \( c_i \) is a compact subset of \( \mathbb{R}^k \). The support of the distribution of \( d \) is a finite number of real points. The support of the distribution of \( v_i \) is some interval \([L, K]\) on the real line \( \mathbb{R} \), for some constants \( L \) and \( K, -\infty \leq L < K \leq \infty \). The underlying measure \( v \) can be written in product form as \( v = v_{\theta} \times v_{\epsilon} \times v \times v_{\alpha} \), where \( v_{\epsilon} \) is Lebesgue measure on \( \mathbb{R}^k \). Each \( c_i \) is drawn from an absolutely continuous distribution (with respect to a Lebesgue measure with \( k \) elements). Define \( f_{\alpha}(u_i) \) to be the (Radon–Nikodym) conditional density of \( u_i \) given \( d_i \), multiplied by the marginal probability mass function of \( d_i \), and define \( f_{\gamma}(v_i, u_i) \) to be the (Radon–Nikodym) conditional density of \( (v_i, u_i) \) given \( d_i \), multiplied by the marginal probability mass function of \( d_i \).

Assumption B.3. Let \( f(v|u) = f_{\gamma}(v, u)/f_{\alpha}(u) \) and let \( h_i = w_i/f(v_i|u_i) \). Assume \( f(v|u) \) is bounded away from zero except possibly on the boundary of the support of \( v \), and assume that for any positive constant \( \tau, \sup_{v \in \Omega} I(|v| \leq \tau^{-1})|w|/f(v|u) \) exists. Assume there exists a positive constant \( \theta \) such that \( w = 0 \) whenever \( c \) is within a distance \( \theta \) of the boundary of the support of \( c \).

Assumption B.4. Let \( I_i = I(|v_i| \leq \tau^{-1}) \), \( \pi_{\gamma}(u_i) = -E(I_i h_i|u_i) \) and \( \pi_{\gamma}(v_i, u_i) = -E(I_i h_i|v_i, u_i) \). Assume \( E(I_i h_i^2|u_i) \) and \( E(I_i h_i^2|v_i, u_i) \) exist and are continuous in \( c_i \) and \( v_i \). For some \( v_i \) and \( (v_i, v_i) \) in an open neighborhood of zero there exist some functions \( m_i(c_i, d_i) \) and \( m_{\gamma}(v_i, c_i, d_i) \) such that the following local Lipschitz conditions hold:

\[
\begin{align*}
&|f_{\gamma}(v + v_e, c + v_c, d) - f_{\gamma}(v, c, d)| \leq m_{\gamma}(v_i, c_i, d_i)(v_c, v_c)|, \\
&|\pi_{\gamma}(v + v_e, c + v_c, d) - \pi_{\gamma}(v, c, d)| \leq m_{\gamma}(v_i, c_i, d_i)(v_c, v_c)|, \\
&|f_{\alpha}(c + v_e, d) - f_{\alpha}(c, d)| \leq m_i(c_i, d_i)|v_c|, \\
&|\pi_{\alpha}(c + v_e, d) - \pi_{\alpha}(c, d)| \leq m_i(c_i, d_i)|v_c|.
\end{align*}
\]

Also, \( E\{[m_{\gamma}(v, c, d)(1 + |I_i h|)]^2 | d \} \) and \( E\{[m_i(c, d)(1 + |I_i h|)]^2 | d \} \) exist for all \( d \) in the support of \( d_i \).

Assumption B.5. The kernel functions \( K_c(c) \) and \( K_{cv}(v, c) \) have supports that are convex, possibly unbounded subsets of \( \mathbb{R}^k \) and \( \mathbb{R}^{k+1} \), respectively, with nonempty interiors, with the origin as an interior point. The kernel functions are bounded differentiable functions having absolutely integrable fourier transforms. \( K_c(c) \) satisfies \( \int K_c(c) dc = 1 \), \( \int c K_c(c) dc = 0 \), and \( K_c(c) = K_c(-c) \) for all \( c \), and similarly for \( K_{cv}(v, c) \).
Assumption B.6. The kernel $K_c(c)$ has order $p$, that is,

$$
\int c_1^l \ldots c_k^l K_c(c) dc = 0 \quad \text{for } 0 < l_1 + \cdots + l_k < p,
$$

$$
\int c_1^l \ldots c_k^l K_c(c) dc \neq 0 \quad \text{for } l_1 + \cdots + l_k = p
$$

and

All partial derivatives of $f_i(c, d)$ with respect to $c$ of order $p$ exist, and for all $0 \leq \rho \leq p$ and all $d$ on the support of $d_i$, for $l_1 + \cdots + l_k = \rho$, $[\pi_u(c, d)[\partial^\rho f_i(c, d)/\partial^l c_1 \ldots \partial^l c_k] dc$ exists, where the integral is over the support of $c$. All of the conditions in this assumption also hold for $K_{vc}$ and $f_{vc}$, replacing $c$ with $(v, c)$ everywhere above.

Assumption B.7. There exists a positive constant $\tau^*$ such that $L < -1/\tau^*$, $1/\tau^* < K$, and $y - I(v > 0) = 0$ for all $|v| > 1/\tau^*$. For all $N$ greater than some constant, $\tau_N$ satisfies $\tau_N < \tau^*$.

Define the kernel density estimators:

$$
\hat{f}_u(c, d) = (Nb_N^k)^{-1} \sum_{i=1}^N K_c[(c - c_i)/b_N] I(d = d_i), \quad (B.1)
$$

$$
\hat{f}_{vu}(v, c, d) = (Nb_N^{k+1})^{-1} \sum_{i=1}^N K_{vc}[(v - v_i)/b_N, (c - c_i)/b_N] I(d = d_i), \quad (B.2)
$$

$$
\hat{f}(v|u) = I(|v| \leq \tau_N^{-1}) \hat{f}_{vu}(v, c, d)/\hat{f}_u(c, d), \quad (B.3)
$$

where $b_N$ is the bandwidth and $\tau_N$ is a trimming parameter.

Eqs. (B.1) and (B.2) construct $\hat{f}_u$ and $\hat{f}_{vu}$ separately for each value of $d_i$, and then averages the results. Theorem 3 below also holds if $I(d = d_i)$ in Eqs. (B.1) and (B.2) is replaced by $K_d[(d - d_i)/b_N]$ for some kernel function $K_d$, which results in smoothing data across discrete $d$ ‘cells’ at small sample sizes, and at large sample sizes becomes equal to (B.1) and (B.2).

With $h_i = w_i/f(v_i|u_i)$ in Assumption B.3, define $q_i$, $\eta$, and $\hat{\eta}$ by

$$
q_i = h_i + E(h_i|u_i) - E(h_i|v_i, u_i), \quad (B.4)
$$

$$
\eta = E(h) = E(q), \quad (B.5)
$$

$$
\hat{\eta} = N^{-1} \sum_{i=1}^N w_i\hat{f}(v_i|u_i), \quad (B.6)
$$

Theorem 3. Assume Eqs. (B.1)–(B.6) and Assumptions B.1–B.7 hold. If $Nb_N^{2k+2} \to \infty$ and $Nb_N^{2p} \to 0$ then $\sqrt{N}(\hat{\eta} - \eta) = [N^{-1/2}\sum_{i=1}^N q_i - E(q)] + o_p(1)$.
Theorem 3 implies that \( \sqrt{N}(\hat{\eta} - \eta) \Rightarrow N[0, \text{var}(\eta)] \). Eqs. (4.9)–(4.11) follow from Theorem 3 by taking \( w_i = z_i[y_i - I(v_i > 0)] \) in Assumptions B.1 and B.3, and Eq. (B.6).

In general, kernel plug-in estimators employ some form of trimming to deal with boundary issues that otherwise interfere with root \( N \) convergence. Assumption B.3 assumes \( w_i = 0 \) when \( c_i \) is near a boundary, which automatically trims out those observations. This assumption could be replaced by asymptotic trimming. Moreover, this trimming is only needed to deal with the effects on the bias and variance of terms (in the sample average that defines \( \hat{\eta} \)) that lie near the boundary of the support of \( c \). Since the probability of observing a \( c_i \) near the boundary of the support is zero, and the magnitude of \( h_i \) remains finite even when \( c_i \) on the boundary, violations of this assumption are unlikely to seriously affect the estimator in practice.

Next, consider trimming of \( v \). The estimator in Theorem 3 is asymptotically equivalent to a fixed ‘trimming’ of all observations having \( |v| > 1/\tau^* \), which is inside the support of \( v \). By Assumption B.7, \( h_i = 0 \) for all \( |v_i| > 1/\tau^* \), so the estimand is unaffected by this trimming. Given Eq. (1.1), this assumption requires that \( x^T \beta + e \) have bounded support, and hence rules out normal or logistic errors. This is not as serious a limitation as it might seem, since for example an \( e \) distribution that was a normal, truncated at plus and minus 100 standard deviations would not be ruled out, and would be indistinguishable from a normal at any feasible sample size.

Alternatively, from Lewbel (1997) (based on Robinson, 1988), Theorem 3 will hold replacing Assumption B.7 with the following asymptotic trimming Assumption B.7’, which permits both \( e \) and \( v \) to have support equal to the whole real line, but requires the distribution of \( v \) to have relatively thick tails.

\begin{assumption}
\textbf{Assumption B.7’}. For all \((u,v)\) on their support, \( E(\|h\| + E(\|h\|) + E(\|h|u\| + E(\|h|u,v\|)) \) exists for some \( v > 2 \). The support of \( c \) is compact. Let \( f_v(v) \) be the marginal density of an observation of \( v \) and let \( \zeta(v) = E[h f_v(v)|v] \). There exist constants \( \delta > 0 \) and \( \delta^* > 0 \) such that as \( |v| \to \infty \), \( \text{zeta}(v) = O(|v|^{-1-\delta}) \) and \( E[|q|^2 f_v(v)|v] = O(|v|^{-1-\delta}) \). \( N \tau_N^{2\delta} \to 0 \) as \( N \to \infty \).
\end{assumption}

Given these assumptions, \( \hat{f} \) can and should be trimmed away from zero.
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