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This paper addresses two questions. First, can a monetary policy rule be identified that; (1) promotes greater levels of price stability than actual discretionary policy has, (2) performs well (i.e., promotes long-run price stability) in different, plausible macroeconomic models, (3) performs well when financial innovations, regulatory changes or other factors alter the relationship (e.g., velocity) between the policy instrument and the target variable, (4) when relevant, performs well when financial innovations, regulatory changes, or other factors alter the relationship between the control variable and the policy instrument, (5) allows the public to monitor central bank compliance with the rule, and (6) is operational?

Second, can adaptive rules using broader Divisia measures of money as policy instruments (e.g., M2 and above) achieve greater levels of price stability than rules using the traditional monetary aggregates? Divisia measures of money are examined because research suggests they may exhibit a stronger and more stable relationship with nominal GDP than broad monetary aggregates computed as the unweighted sum of their component assets.

Rules that indirectly target a stable price level are examined using the traditional aggregates and Divisia measures of M2, M3, and Liquidity (L), respectively, as policy instruments. Counterfactual GDP simulations are conducted in three different macroeconomic models over the time period 1964:Q2–1997:Q4. The performance of rules using the different policy instruments is assessed by comparing the simulated GDP time path to a target time path consistent with long-run price stability. All simulations explicitly assume that the Fed cannot precisely control the policy instruments over time periods as short as one quarter.
Results suggest that all the policy instruments examined satisfy the six criteria for rule success. The best performance is produced by the rule using Divisia L as its policy instrument. Rules using Divisia measures of money usually outperform their (traditional) monetary aggregate counterparts—although the difference is often inconsequential. © 2000 Elsevier Science Inc.
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I. Introduction

Over the last twenty years an increasing number of economists and policy makers have come to agree that the primary goal of monetary policy should be price stability. Yet, in a world characterized by changing structural relations between policy instruments and ultimate goals, as well as other uncertainties, a question remains. What is the most appropriate means to achieve price stability? Should central bankers use discretionary monetary policy—or policy rules?

Proponents of discretionary policy argue that central bankers need a high degree of flexibility in order to respond to random shocks or changes in structural relationships—both of which may cause macroeconomic variables to deviate from policy goals. Supporters of rules argue that: (1) discretionary policy is likely to succumb to an inflationary bias when the central bank’s objective function negatively weights inflation and positively weights levels of output above the full-employment level,1 (2) central bank commitment to a policy rule capable of ensuring long-run price stability will eliminate that inflationary bias, and (3) adaptive rules incorporating feedback terms can provide a sufficiently flexible response to accommodate random shocks as well as changes in structural relationships between a policy instrument and goal variable.

A successful monetary policy rule meets the following criteria. The rule should; (1) promote greater levels of price stability than actual discretionary policy has, (2) perform well (i.e., promote long-run price stability) in different, plausible macroeconomic models, (3) perform well when financial innovations, regulatory changes or other factors alter the relationship (e.g., velocity) between the policy instrument and the target variable, (4) when relevant,2 perform well when financial innovations, regulatory changes, or other factors alter the relationship between the control variable and the policy instrument, (5) allow the public to monitor central bank compliance with the rule, and (6) be operational.

This paper addresses two questions. First, can one or more monetary policy rules be identified that meets the six criteria above? Thornton (1998, 1999) suggests that an M2 version of McCallum’s Rule meets all six criteria, but it would be useful for policymakers to know if other policy instruments would perform equally as well in a McCallum-type

---

1 Monetary policy under the Volcker- and Greenspan-led Fed doesn’t contradict theory. During this time the Fed has succeeded in achieving inflation stability—not price stability. Also, recent success in achieving inflation stability is not invariant to the membership of the FOMC.

2 McCallum (1987, 1988, 1990) defines policy instruments as variables that can be precisely controlled by the Fed over short periods of time. In such cases criterion no. 4 is irrelevant. But, if the policy instrument is not subject to precise Fed control (e.g., M2) a control variable (e.g., the federal funds rate or the monetary base) must be used to target the policy instrument.
In an attempt to answer this question, the performance of six versions of McCallum’s adaptive rule are evaluated from 1964:Q2–1997:Q4. Each rule indirectly targets a stable price level through an explicit nominal GDP target and uses a different monetary variable as its policy instrument.

Rules utilizing some other commonly proposed, non-monetary, instruments are not evaluated because research indicates that they may not be suitable policy instruments based on the six criteria listed above. For example, Friedman (1988) finds that rules utilizing measures of reserves typically don’t ensure long-run price stability. McCallum (1998) and Judd and Motley (1992) both find instances where interest rates don’t perform well as a policy instrument in a rule targeting a stable price level. Clark (1994) finds that neither the variability of real GDP growth or inflation are reduced by an interest rate rule targeting a stable inflation rate.3

Some monetary variables are also not considered here as potential policy instruments because prior research shows they do not meet the six criteria above. Thornton (1998, 1999) found that the monetary base is sub-optimal because its performance (in rules targeting levels of nominal GDP) is not robust across different economic models.

Economists compute the traditional monetary aggregates as the unweighted sum of the dollar amounts of the different assets included in the aggregate (e.g., M1, M2, M3, etc.).4 However, the equal weighting of different assets is only appropriate if the assets included in a given monetary variable are perfect substitutes for each other. Clearly this is not the case for broader measures of money such as M2 and M3. It has been suggested that a superior theoretical and empirical definition of money is obtained by using a Divisia monetary index.5

Financial innovations and regulatory changes during the last three decades sometimes caused structural changes in the relationship between growth rates in some monetary aggregates (e.g., M2) and growth rates in GDP. Thornton and Yue (1992) suggest that because Divisia money represents the flow of monetary services provided by the assets included in a given monetary aggregate, the structural relationship between a Divisia measure of money and GDP may be less affected by financial innovations. If so, Divisia measure of money might be better policy instruments than the monetary aggregates. Thus, the second question this study asks is; can adaptive rules using broad Divisia measures of money (e.g., Divisia M2) as policy instruments perform better than rules using the corresponding monetary aggregates (e.g. M2)?

Narrower measures of money (e.g., Divisia M1, Divisia M1A, M1 and M1A) are not considered as policy instruments here. Thornton (1999) finds that versions of McCallum’s rule using these narrower measures of money as policy instruments do not meet the six criteria for rule success. Specifically, as noted by Feldstein and Stock (1993) the narrower measures of money may have additional problems.

---

3 The performance of interest rate rules in Clark (1994) seems inconsistent with the Fed’s recent experience using the federal funds rate to target a constant inflation rate. This may be due to the specification of interest rate rules. They typically include one feedback term that alters the policy instrument in response to a deviation from the rule’s nominal income target—but no explicit feedback term to directly adjust the policy instrument in response to structural changes in the relationship between interest rates and GDP. McCallum (1998) examines reasons behind central bankers’ attention to interest rate rules such as the one proposed by Taylor (1993).

4 Henceforth, these traditional monetary aggregates will be referred to as ‘monetary aggregates’.

5 A complete explanation of the theory behind and computation of Divisia measures of money is beyond the scope of this paper. For more information, see Barnett (1980, 1987, 1990), Barnett, et al. (1992), and Anderson et al. (1997b) for reviews of the theory. For a review of the calculation of Divisia monetary indexes for the U.S., see Barnett (1980), Barnett and Spindt (1982), Barnett, et al. (1984), Farr and Johnson (1985), Thornton and Yue (1992), and Anderson et al. (1997c).
monetary aggregates do not exhibit a strong and stable enough relationship with nominal GDP and thus the performance of rules using these variables as policy instruments is not robust for different macroeconomic models. Moreover, at the narrower levels of aggregation (e.g., M1 or M1A) the monetary assets included in the monetary variable are close enough substitutes for each other that graphically there is not much difference between the monetary aggregate and the respective Divisia measure of money. Thus, given the weaker relationship between narrower monetary aggregates and nominal GDP, it is not surprising that Divisia M1 and Divisia M1A are also unsuitable policy instruments.

Rules examined here use unweighted aggregates and Divisia measures of M2, M3 and Liquidity (i.e., L), respectively, as policy instruments. A rule utilizing M2 is examined because research by Feldstein and Stock (1993) and Thornton (1993, 1998, 1999), etc., suggests it meets the six key criteria listed above. The performance of rules using the monetary aggregates and Divisia measures of M2, M3, and L, respectively, are compared in order to assess the hypothesis that the method of measuring the monetary services provided by a given policy instrument has a consequential impact on the outcomes of policy rules. If Divisia measures of money exhibit a more stable relationship with nominal GDP, rules using these variables as instruments may outperform rules using the corresponding monetary aggregates.

Section 2 reviews some issues in the choice of policy instruments. Section 3 explains the GDP simulation procedures utilized to evaluate rule performance. Simulation results are derived assuming that the Fed cannot precisely control the policy instrument over periods of time as short as one quarter. Section 3 compares the performance of the policy rules to assess; (1) whether or not a given rule meets the six criteria for success, and (2) the robustness of rule performance to the method of measuring monetary services provided by a respective policy instrument. Section 4 evaluates the policy implications of GDP simulations and considers caveats bearing on any final assessment regarding the success of a particular rule. A conclusion follows.

Results suggest that during the sample period, 1964:Q2–1997:Q4, M2, M3, and L rules, using the monetary aggregates or Divisia measures of money, consistently meet the six criteria for success. Rules using Divisia measures of money almost always outperform their non-Divisia counterparts—although the difference is often inconsequential.

II. Some Issues in the Choice of a Policy Instrument

Concerns regarding the public’s ability to monitor central bank compliance with a rule (i.e., transparency issues) emerge if the Fed doesn’t accurately control the policy instrument in the short-run. Although short-run control of the monetary aggregates and Divisia monetary variables would be imprecise, as Thornton (1998, 1999) notes, compliance with a rule using these variables as policy instruments might be gauged by establishing a narrow error band for the specified, quarterly policy instrument target level, as is commonly done with bilateral exchange rates under fixed exchange rate regimes. Levels

---

6 Neither monetary aggregates or Divisia measures of M2, M3 or L are variables under the direct and precise control of the Fed. These six monetary variables are treated as instruments for achieving a nominal income target—assuming there is some other control variable (e.g., the federal funds rate or the monetary base) that the Fed can use to target each of them.

7 All simulations utilize rules that target nominal GDP. Hereafter, the term ‘M2 rule’ or ‘Divisia M2 rule’ refers not to the rule’s target, but to its policy instrument.

8 For a more complete analysis of key issues in policy rule design see McCallum (1998).
of the policy instrument could be allowed to deviate from any given quarter’s target by the absolute value of a pre-specified, small percentage. Or, compliance could be measured by requiring the Fed to limit deviations from rule-specified policy instrument growth rates (measured in quarterly logarithmic units) to be zero on average with a mandated, relatively narrow, variance. This method of assessing compliance compares to the way the Fed measures bank compliance with reserve requirements. The specified compliance period could be a longer period of time (e.g., 1 year). The size of the error band in the first measure of compliance or the variance and compliance period in the second measure must be large enough to accommodate the normal range of money control error, but small enough to prevent discretionary policymaking.

An operational issue that arises from using policy instruments that the Fed can’t control precisely is that deviations of money growth from the quarterly, rule-prescribed targets may generate substantially greater deviations of nominal GDP from its target path. As Thornton (1998, 1999) demonstrates for McCallum’s Rule this problem is mitigated if (1) money control errors exhibit a **systematic, negative**, contemporaneous correlation with GDP shocks; and/or (2) the impacts of the money control errors are significantly offset by the rule’s feedback properties.

Feldstein and Stock (1993) note that the existence of a sufficiently strong and stable relationship to nominal income is another important factor affecting the performance of a policy instrument. Absolute stability in velocity growth is not necessary for McCallum’s rule to succeed. However, a more stable relationship between a policy instrument and GDP enhances rule performance.\(^9\)

Although Feldstein and Stock (1993) conclude M2 is the preferred policy instrument in an adaptive rule, they don’t incorporate the impacts of imprecise control over M2 in their GDP simulations—arguing instead that the Fed could take steps to substantially increase its control over M2. Yet, to thoroughly appraise the likely success of a monetary variable in the role of policy instrument, one must consider more than the impacts of GDP shocks and changing structural relationships between the policy instrument and the GDP target. One must also simultaneously evaluate the impacts of random shocks that affect the linkage between the **control variable** (e.g., the federal funds rate or the monetary base) and the policy instrument.

A combination of several factors determines the success of a policy instrument. Some potential instruments (e.g., the monetary base, the federal funds rate) are controllable by the Fed in the short-run, but other policy instruments (e.g., M2) exhibit a stronger and more stable linkage to nominal income. Thornton (1998, 1999) finds it is the latter characteristic that is more important in determining the success of McCallum’s rule. The rule quickly corrects the effects of missed money targets on GDP targets—if there is a relatively strong and stable relationship between the policy instrument and GDP. On the other hand, missed GDP targets caused by shocks to GDP or other sources cannot be
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\(^9\) The strength and stability of the relationship between some policy instruments and income has been extensively examined. For examples see, Friedman (1988), Jefferson (1997), Friedman and Kuttner (1992), Becketti and Morris (1992), Feldstein and Stock (1993), Dotsey and Otrok (1994), and Hess et al. (1993). Among the results found by these authors; (1) M2 is a useful predictor of nominal income, (2) the coefficients linking M2 to nominal income appear to be stable over time, (3) M2 has more predictive content for nominal income growth than interest rates do, and (4) since the late 1980s the relationship between the monetary base and nominal income has become unstable. This latter result is at least partially related to changing foreign demand for US currency.
easily offset if the policy instrument exhibits a weak and erratic relationship with nominal income.

Orphanides (1998) examines another operational issue affecting rules that target nominal GDP. Because of various data collection problems, nominal GDP figures are subject to frequent revisions and reasonably correct values of last quarter’s GDP aren’t available to Fed staff until the last few weeks of the current quarter. For at least 3 more years that “final estimate” will be subject to further revisions—often made in July of each year. And still more revisions may follow over longer time intervals.

Differences between the preliminary GDP estimate (which might be used by a policy maker to implement the rule) and the final estimate or the ultimate revision can be substantial. This informational problem introduces another source of error into rule implementation and the GDP simulations of rule performance. A policymaker, basing monetary policy on the Bureau of Economic Analysis’s preliminary estimate of last quarter’s GDP, will probably alter the policy instrument by a sub-optimal amount—if the preliminary estimate of last quarter’s GDP is not equal to the most accurate, but currently unknown calculation of last quarter’s GDP. Thus, Orphanides (1998) would suggest that the simulations conducted in Section III may substantially overstate the likely performance of the adaptive monetary rules analyzed here. (Orphanides’ critique is addressed in Section IV.)

Financial innovations and deregulation during the last thirty years have blurred the distinctions between transactions deposits and savings-type deposits. Looking back, these factors have produced substantial changes and sometimes a weakening in the structural relationship between the monetary aggregates and nominal GDP. For example, the widespread introduction of NOW accounts in 1981 led to substantial shifts in deposits out of savings-type accounts and into other checkable deposits—inflating the growth rate of M1. This financial innovation led to major changes in the velocity of M1 and a change in the structural relationship between M1 and nominal GDP. Such a strong response to financial innovations and/or de-regulation may reduce the usefulness of a monetary aggregate as a policy instrument in a rule.

Divisia measures of money attempt to factor into the computation of the monetary variable the different transactions properties of different monetary assets. Divisia monetary indexes more accurately measure the flow of monetary services provided by a group of dissimilar assets and in principle should exhibit a stronger and more stable relationship to nominal expenditures in the economy—even in the face of financial innovation and deregulation. Consequently, Divisia measures of money should outperform their monetary aggregate counterparts in McCallum’s Rule.

Simulations conducted in the next section examine whether or not changes in the structural relationships between each of the six policy instruments and GDP, in combination with likely amounts of money control error and random shocks to GDP, affect the suitability of either M2, Divisia M2, M3, Divisia M3, L, or Divisia L as policy instruments in McCallum’s rule.

III. Evaluating the Performance of Monetary Rules

When the level of nominal GDP is targeted, as in McCallum (1987, 1988, and 1990), the ultimate goal is a constant, long-run, price level. Targeting the growth rate of nominal GDP, as in McCallum (1993), implies the ultimate goal is a constant inflation rate.
Specification of the ultimate goal (and thus, the intermediate target) depends on the relative net benefits of a constant price level versus the net benefits of a stable inflation rate.\(^{10}\) Because rules targeting a nominal income growth rate treat past, missed GDP targets as bygones, they may permit nominal income to drift far away from a non-inflationary path over time.\(^ {11}\) This drift could increase uncertainty regarding long-run price levels.

In contrast, a disadvantage of rules targeting levels of GDP is that nominal GDP is forced back to the target path after any disturbance drives it away. If this increases the variability in the policy instrument and real GDP, the benefits of long-run price stability are attained at the cost of increased instability in real output. However, evidence presented in Thornton (1998, 1999) and in Section 4 shows that increased price stability is a benefit not necessarily obtained at a cost of increased variability in real GDP.

The rules that follow specify the nominal GDP target in levels, based on arguments that a stable price level is preferable to a stable inflation rate. In order to evaluate the relative performance of the policy instruments, each instrument is used, respectively, in variations of equation 1 to simulate growth paths of nominal GDP in three economic models.

\[
\Delta RM_t = 0.00739 - (1/16)(X_t - X_{t-1} - M_{t-1} + M_{t-17}) + \lambda(X^*_t - X_{t-1})
\]

(1)

In equation (1), \(M\) is the log of the respective policy instrument (e.g., M2, or Divisia M2, etc.), 0.00739 is a 3 percent annual growth rate expressed in quarterly logarithmic units, \(X\) is the log of nominal GDP, \(X^*\) represents McCallum’s non-inflationary target levels of nominal GDP (i.e., those points on a 3 percent growth path),\(^ {12}\) \(\lambda\) is a partial adjustment coefficient,\(^ {13}\) and \(t\) indexes quarters. The rule-specified change in the money supply is \(\Delta RM\) and for the monetary variables used here, where there is presumed to be money control error, \(\Delta RM\) doesn’t equal \(\Delta M\), the value of money growth that ultimately enters into the models of GDP determination. The second term on the right side of equation (1) is a 4-year moving average growth rate of velocity. The last term is a feedback adjustment that’s activated when prior quarter values of nominal GDP \((X_{t-1})\) deviate from the prior quarter’s non-inflationary target level of GDP \((X^*_{t-1})\).

As stated in the six criteria for rule success, because economists do not know the “true” macroeconomic model, a monetary rule should be able to generate high levels of price stability in different potential models of nominal GDP determination. Admittedly, the simple macroeconomic models used here are open to econometric criticisms, but these criticisms don’t negate the value of these parsimonious models in conducting GDP simulations. As McCallum (1988) notes, estimation of these models produces parameter values that; (1) represent alternative specifications of economic behavior and (2) are consistent with actual U.S. economic data generated during the sample. As in McCallum (1987, 1988) and Thornton (1993, 1998, 1999) residuals computed in the course of model estimation are recycled in the GDP simulations as estimates of the actual shocks to the

\(^{10}\) An examination of the literature on the optimal inflation rate is beyond the scope of this paper. For more information see Aiyagari (1990), Marty and Thornton (1995), and Thornton (1996).

\(^{11}\) This is analogous to the way “base drift” affected the Fed’s M1 and M2 targets in the 1970s.

\(^{12}\) See McCallum (1988) for an explanation of the choice of the 3 percent growth path.

\(^{13}\) McCallum recommends using \(\lambda = 0.25\).
respective dependent variables being simulated.\textsuperscript{14} This study uses quarterly data and counterfactual GDP simulations are conducted over the time period 1964:Q2–1997:Q4.\textsuperscript{15}

The root mean square error (RMSE) of the simulated nominal GDP time path from the targeted, non-inflationary, three percent growth path measures the ability of a policy instrument to promote long-run price stability. Presumably, a higher degree of long-run price stability results when a particular policy instrument produces a smaller RMSE.

The Keynesian model used here is similar to the Keynesian models used by McCallum (1988 and 1990), Judd and Motley (1991), and identical to those in Thornton (1998, 1999). In the Keynesian model below, contemporaneous values of the respective policy instruments do not enter into equation (2), the aggregate demand equation.\textsuperscript{16} Equation (3) is a wage equation and equation 4 models price adjustments. Augmented Dickey– Fuller (ADF) tests fail to reject the hypothesis (at the 5 percent level of significance) that the price level, nominal wages, real government spending and all real measures of money are integrated of order 1. Hypothesis tests suggest real GDP is stationary around a linear time trend. Results of ADF tests are sensitive to the choice of sample period and level of significance.\textsuperscript{17} Because real GDP appears I(0) over this sample period, co-integrating vectors presumably don’t exist for equations (2) and (3). Engle-Granger (1987) tests didn’t reveal a cointegrating vector between price level and nominal wage.\textsuperscript{18}

\[
\Delta y_t = \phi_1 + \phi_2 \Delta y_{t-1} + \phi_3 (\Delta m_{t-1}) + \phi_4 \Delta G_t + \phi_5 \Delta G_{t-1} + e_{2t}, \quad (2)
\]

\[
\Delta W_t = \chi_1 + \chi_2 (y_t - y_t') + \chi_3 (y_{t-1} - y_{t-1}') + \chi_4 \Delta \bar{P}_t + e_{3t}, \quad (3)
\]

\[
\Delta P_t = \gamma_1 + \gamma_2 \Delta W_t + \gamma_3 \Delta P_{t-1} + e_{4t}, \quad (4)
\]

In these equations \( m \) is the real value of the respective policy instrument, \( G \) is total real government purchases,\textsuperscript{19} \( y_t - y_t' \) is the deviation of real GDP from a fitted trend, presumably equal to the natural rate, \( \Delta \bar{P} \) is expected inflation (computed as the average of actual inflation during the prior eight quarters), and \( W \) is the nominal, average, hourly earnings of non-agricultural, production, or non-supervisory workers.

The system of equations is estimated six times, substituting each policy instrument, in turn, for \( m \).\textsuperscript{20} Equations (3) and (4), along with each version of equation (2) are used

\textsuperscript{14} In the fixed-coefficient, macroeconomic models used here the effects of both random shocks and changing structural relations between the policy instrument and nominal GDP are captured by these residuals. Thus, the effects of historical changes in structural relationships (e.g., changes in M2 velocity in the early 1990s) are incorporated in the GDP simulations.

\textsuperscript{15} All data utilized in this paper were downloaded from the FRED data base at the St. Louis Federal Reserve Bank (http://www.stls.frb.org/fred). Divisia measures of money are the St. Louis Federal Reserve Bank’s quarterly, Monetary Services Index numbers for M2, M3, and L.

\textsuperscript{16} The economic models employed here satisfy conditions of admissibility stated by Rasche (1995). A system of equations is admissible for counterfactual analysis if the contemporaneous value of the policy instrument appears only once in the system—as the dependent variable in an equation specifying its behavior.

\textsuperscript{17} ADF test results cause one to reject the hypothesis that divisia real Liquidity (L) is I(1) at the 10 percent level of significance.

\textsuperscript{18} To mitigate the sensitivity of the Engle-Granger approach to the choice of dependent variable in the co-integrating equation, nominal wage and the price level, respectively, are considered as dependent variables in an equation used to find a potential co-integrating vector.

\textsuperscript{19} Because government spending is assumed to be exogenous, this study, like McCallum (1988), uses historical values of government purchases in the GDP simulations.

\textsuperscript{20} Regression results from the least squares estimation of equations 2–4 are available upon request as are any other unreported regression and GDP simulation results.
together with the corresponding rule to generate nominal GDP growth paths over the sample period.

The second macroeconomic model is a variation of McCallum’s (1988) simple atheoretic model\textsuperscript{21} which incorporates the first differences of nominal GDP and the respective policy instrument, utilizing four lags of each variable. Augmented Dickey–Fuller tests fail to reject the hypothesis that nominal GDP and all nominal values of the policy instruments are I(1). Yet, Engle-Granger tests identified no co-integrating vectors. The income-velocities of each monetary aggregate are also examined as potential co-integrating vectors. However, augmented Dickey–Fuller tests suggest that over the sample period none of these measures of velocity are I(0).\textsuperscript{22} The two variable VAR model is represented by equations (5) and (6):

\[ \Delta X_t = \beta_0 + \sum \beta_j \Delta X_{t-j} + \sum \alpha_j \Delta M_{t-j} + \epsilon_{15} \quad (5) \]

\[ \Delta M_t = \omega_0 + \sum \omega_j \Delta X_{t-j} + \sum \psi_j \Delta M_{t-j} + \epsilon_{16} \quad (6) \]

where \( j = 1, 2, 3, 4 \).

The third model utilized is a four-variable VAR that includes the first difference of; real GDP, the GDP price deflator, the 3-month Treasury bill rate, and the respective policy instrument. The number of lags equals four. Because ADF tests suggest real GDP is stationary around a linear time trend, these systems of equations are estimated as VARs, rather than VECMs. All variables, except the 3-month Treasury bill rate, are in logarithms.

McCallum (1987, 1988) defines policy instruments as variables that can be precisely controlled by the Fed over short periods of time. Because the broader measures of money aren’t subject to such a high degree of control, the performance of the six policy instruments used in this study are assessed assuming that in every quarter money control error causes the \textit{actual} growth rate of the policy instrument to deviate from that specified by the rule. A likely explanation of money control error is that the Fed generally prefers to attain the rule-specified, target growth rate in the policy instrument, but due to factors outside its control, this is sometimes impossible. When money control error is present, the value of \( \Delta M_t \), that enters into equations of GDP determination is:

\[ \Delta M_t = \Delta RM_t + MCE_t \quad (7) \]

where \( MCE \) is the money control error.\textsuperscript{23}

To understand the operation of equation (7), for simplicity, assume our policy instrument is M3 and that in time period \((t - 1)\) nominal GDP didn’t deviate from target. Initially, in equation (1) \( M = M3 \) and \( X_{t-1}^* = X_{t-1} \). Also assume that in time period \((t)\) the four-year moving average growth rate of M3 velocity is 0. Then, in time period \((t)\), the \textit{rule-determined}, target growth rate of M3 is 0.00739 in quarterly logarithmic units—or 3 percent. Suppose in time \((t)\), factors outside Fed control cause M3 growth to be below target. If M3 growth, measured in logarithms, is \textit{below} target by 0.00498, \( MCE_t = -0.00498 \). Using equation (7), add 0.00739 to −0.00498. So, in time \((t)\) the growth rate

\textsuperscript{21} McCallum’s model is: \( \Delta X_t = \theta_0 + \theta_1 \Delta X_{t-1} + \theta_2 \Delta M_{t-1} + \epsilon_{15} \) where \( X \) is nominal GDP, \( M \) is the nominal value of the respective policy instrument and \( \epsilon_{15} \) is the error term.

\textsuperscript{22} Results regarding the time series properties of monetary velocity are sensitive to the sample period chosen.

\textsuperscript{23} Although the specification of equation 7 indicates that the money control errors are added to the rule-determined money growth rate, in any quarter where money control error is < 0.0, the actual change in money growth is below that specified by the rule.
in M3 that enters into the economic models is 0.00241 in quarterly logarithmic units—about 1 percent at an annualized rate.

In order to realistically simulate GDP time paths, it is necessary to incorporate a likely measure of the money control error during each quarter of the sample period. This requires specifying a process of monetary control for each of the policy instruments. Imprecise control over the broader monetary variables forces the Fed to forecast how its policy actions (e.g., changes in the federal funds rate or the monetary base) will affect the policy instrument. Dueker’s (1995) model of monetary control is one model utilized to generate money control errors—assuming the Fed adjusts the federal funds rate to control the respective monetary policy instrument. The following model is estimated using OLS.

\[
\Delta \ln \left( \frac{M_t}{1 + \text{FFR}_t} \right) = \alpha_0 + \alpha_1 \Delta TB_{3,t-1} + \alpha_2 \Delta TB_{10,t-1} + \alpha_3 \Delta \ln M_{t-1} + \alpha_4 \Delta \ln y_{t-1} + \varepsilon_{8t} \tag{8}
\]

The change in the log of the money supply (e.g., M2 or Divisia M2, etc.), given the federal funds rate (FFR), is specified as a function of a constant, the lagged change in the three-month Treasury bill rate (\(TB_{3,t-1}\)), the lagged change in the 10-year Treasury bond rate (\(TB_{10,t-1}\)), the lagged change in the log of money supply (\(M_{t-1}\)) and the lagged change in the log of real GDP (\(y_{t-1}\)).

The second model of monetary control is somewhat similar to the first, except that it uses the St. Louis monetary base (MB) as a control variable to target the respective policy instrument. The monetary base model in equation (9) was estimated with corrections for the auto-regressive structure of the residuals.

\[
\Delta \ln \left( \frac{M_t}{MB_t} \right) = \alpha_5 + \alpha_6 \Delta TB_{3,t-1} + \alpha_7 \Delta TB_{10,t-1} + \alpha_8 \Delta \ln M_{t-1} + \varepsilon_{9t} \tag{9}
\]

Money control errors are generated in the federal funds rate model of monetary control by estimating equation 8 for a given policy instrument, over the time period 1959:Q4–190

\begin{table}
\centering
\caption{Statistical Summaries of the Money Control Error Vectors (Measurements in Quarterly Logarithmic Units)}
\begin{tabular}{lcc}
\hline
\multicolumn{3}{c}{Mean} \\
\multicolumn{3}{c}{Standard Deviation} \\
\hline
\multicolumn{3}{c}{Federal Funds Rate Model of Monetary Control} \\
Policy Instrument: & & \\
M2 & -0.00126 & 0.01309 \\
Divisia M2 & -0.00093 & 0.01244 \\
M3 & -0.00040 & 0.01246 \\
Divisia M3 & -0.00074 & 0.01257 \\
Liquidity (L) & 0.00030 & 0.01103 \\
Divisia Liquidity (L) & -0.00041 & 0.01166 \\
\multicolumn{3}{c}{Monetary Base Model of Monetary Control} \\
Policy Instrument: & & \\
M2 & -0.00540 & 0.0090 \\
Divisia M2 & -0.00470 & 0.0080 \\
M3 & -0.00190 & 0.0065 \\
Divisia M3 & -0.00191 & 0.0066 \\
Liquidity (L) & -0.00164 & 0.0064 \\
Divisia Liquidity (L) & -0.00185 & 0.0063 \\
\hline
\end{tabular}
\end{table}
1964:Q1 and then forecasting the subsequent quarter value of the dependent variable. The forecast is subtracted from the actual value of the dependent variable to generate the first observation in the money control error vector for that policy instrument, in that model of monetary control. Equation (8) is re-estimated, forecasts are generated, and a money control error vector is computed using a rolling horizon approach until a vector of money control errors is generated for the given policy instrument over the period 1964:Q2–1997:Q4. This procedure is repeated for each policy instrument. Money control error vectors are then generated with the monetary base model of monetary control using the same procedure, but substituting equation (9) for equation (8).

The rolling horizon approach is used to produce time-varying coefficient models which model the changing relationship between the policy instrument and the federal funds rate or the changing relationship between the policy instrument and the monetary base. Potential sources of change in the relationship between the control variable and the policy instrument include changes in the level of inflation, the economy’s position in the business cycle, etc.

Means and standard deviations of the money control error vectors appear in Table 1.24 In the federal funds rate model of monetary control the mean money control errors are close to zero—ranging from $-0.00126$ in quarterly logarithmic units for M2 (i.e., about $-0.5$ percent at an annualized rate) to $0.00030$ in quarterly logarithmic units for Liquidity (i.e., about 0.1 percent). Standard deviations of the money control error vectors range from

\begin{table}
\centering
\caption{Correlation Coefficients: GDP Shocks and Money Control Errors}
\begin{tabular}{lccc}
\hline
& \textbf{Federal Funds Rate Model of Monetary Control} & \\
& \textbf{Keynesian Model} & \textbf{Two-Variable VAR} & \textbf{Four-Variable VAR} \\
\hline
\textbf{Policy Instrument} & \\
M2 & $-0.18$ & $-0.18$ & $-0.45$ \\
Divisia M2 & $-0.19$ & $-0.20$ & $-0.45$ \\
M3 & $-0.20$ & $-0.20$ & $-0.45$ \\
Divisia M3 & $-0.19$ & $-0.21$ & $-0.45$ \\
Liquidity (L) & $-0.18$ & $-0.17$ & $-0.44$ \\
Divisia Liquidity (L) & $-0.18$ & $-0.20$ & $-0.45$ \\
\hline
\textbf{Monetary Base Model of Monetary Control} & \\
& \textbf{Keynesian Model} & \textbf{Two-Variable VAR} & \textbf{Four-Variable VAR} \\
\hline
\textbf{Policy Instrument} & \\
M2 & $-0.05$ & $-0.06$ & $-0.12$ \\
Divisia M2 & $-0.05$ & $-0.09$ & $-0.12$ \\
M3 & $-0.03$ & $-0.04$ & $-0.08$ \\
Divisia M3 & $-0.01$ & $-0.03$ & $-0.10$ \\
Liquidity (L) & $0.05$ & $0.02$ & $0.01$ \\
Divisia Liquidity (L) & $0.03$ & $-0.01$ & $-0.05$ \\
\hline
\end{tabular}
\end{table}

24 If one takes the midpoint of the M2, M3 or L targets set since the mid-1970’s and compares actual growth to targeted growth it is clear that the mean error is not zero. However, the Fed was not attempting to solely control either M2, M3 or L during this time. So, announced M2, M3 or L targets are not an adequate guide as to what is possible regarding the mean error for these particular policy instruments.
0.01103 in quarterly logarithmic units for Liquidity (i.e., about 4.5 percent) to 0.01309 in quarterly logarithmic units for M2 (i.e., about 5.3 percent).

In the monetary base model of monetary control the absolute values of the mean money control errors are generally higher, but the standard deviations are generally smaller. The largest mean money control error is for Liquidity at -0.00164 in quarterly logarithmic units (i.e., about -0.67 percent) and the smallest mean error is for M2 at -0.00540 in quarterly logarithmic units (i.e., about -2.2 percent). Standard deviations range from 0.0063 in quarterly logarithmic units (i.e., about 2.5 percent) for Divisia L to 0.0090 in quarterly logarithmic units (i.e., about 3.65 percent) for M2.

Simulated error vectors generated with the federal funds rate model and monetary base model, respectively, for each of the policy instruments, are individually recycled as the money control error vector for that particular policy instrument in equation (7). Note, it is inappropriate to compute the money control error as the deviation of the actual value of a policy instrument from the rule-specified levels over the sample period. Errors computed this way would be inaccurate measures of money control error because at no time during this period was the Fed focusing explicitly on any of the proposed policy instruments as the single instrument of monetary policy.

Separate GDP simulations are conducted with each of the three macroeconomic models, with the six respective policy instruments, and the two different models of monetary control. Table 2 displays correlation coefficients between the vectors of GDP shocks (generated by estimating each of the three macroeconomic models using each of the respective policy instruments) and the money control error vectors computed using the federal funds rate or monetary base model of money control. Correlations obtained between GDP shocks and money control errors generated by the federal funds rate model of monetary control are negative and not unsubstantial, with the largest negative correlations occurring in the four-variable VAR model. Correlations obtained between GDP shocks and money control errors generated by the monetary base model are mostly negative, but generally close to zero.

A strategy of using a monetary variable to target nominal GDP, may perform better than a strategy of using a control variable (e.g., the Federal Funds rate or the monetary base) to directly target nominal GDP—if shocks to the linkage between the control variable and policy instrument are negatively correlated with the shocks between the policy instrument and nominal GDP. Negative correlations, as seen under the federal funds rate model of monetary control, suggest that positive GDP shocks will often be partially offset by negative money control errors and vice-versa, thus improving the level of price stability obtainable by the adaptive policy rule. The larger negative correlations between GDP shocks and money control errors, combined with the lower mean money control errors in the federal funds rate model, would seem to suggest that for the policy instruments examined, the federal funds rate is a preferable control variable to the monetary base.

Given one specific model of monetary control (i.e., either the federal funds rate model or the monetary base model) and one specific macroeconomic model, the correlation coefficients tend to be fairly similar in size for all six policy instruments. Consequently, differences in rule performance that arise between the different policy instruments (within

---

25 Rationality would dictate utilizing any information embedded in a systematic correlation between money control errors and GDP shocks to improve economic control. Simulations are conducted, as described above, to assess how the economy might react to the rule before such information could be successfully utilized.
a single macroeconomic model and model of monetary control) are unlikely to result from differences in the interactions between GDP shocks and money control errors. The RMSEs resulting from the GDP simulations appear in Table 3. It is apparent from these results that all of the policy rules meet the six criteria for rule success. First, consider

**Figure 1.** GDP growth path: Divisia L rule in a four-variable VAR (Federal Funds Rate Model of Monetary Control).
simulated rule performance in comparison to the performance of actual discretionary monetary policy. The RMSE of the historical nominal GDP time path from the non-inflationary time path is 1.0209. All of the monetary rules, in three different economic models, deliver substantially higher levels of long-run price stability (as measured by lower RMSEs) than historical, discretionary monetary policy—satisfying one criterion for rule success.

Because historical monetary policy didn’t target a stable price level, a comparison of RMSEs simulated by rules to the RMSE of actual monetary policy from the three percent target path biases the analysis in favor of the monetary rules. Alternatively, one could compare the relative ability of rules and discretionary monetary policy to reduce the variability of nominal GDP around a constant trend. For rules, the constant trend is the targeted three percent GDP growth path. For discretionary policy, the constant trend

Figure 2. GDP growth path: Divisia M3 rule in a four-variable VAR (Federal Funds Rate Model of Monetary Control).

Figure 3. GDP growth path: Divisia M2 rule in a four-variable VAR (Federal Funds Rate Model of Monetary Control).
utilized is the historical, 7.6 percent average rate of nominal GDP growth over the 1964:Q2—1997:Q4 sample.

The RMSE of actual, nominal GDP around the historical trend is 0.1663. Using this value as a benchmark, it is clear that all of the policy rules substantially reduce the variability of nominal GDP about a fixed trend—relative to historical monetary policy.

When accounting for financial innovations and changing structural relationships between macroeconomic variables through GDP shocks and money control errors of likely magnitudes, all of the policy rules perform well—delivering a relatively high degree of price stability. The RMSEs of simulated GDP from the non-inflationary time path fall within a narrow range—from a low of 0.0245 for Divisia L in the two-variable VAR to a high of 0.0492 for M3 in the Keynesian model (with the monetary base used as the control variable). Figures 1–3 further illustrate the performance of the three Divisia measures of money in the four-variable VAR model. Note, for each policy instrument and respective policy rule, simulated GDP never strays very far from the non-inflationary GDP target time path.

Thus, one could conclude that over the sample period all of the policy instruments exhibited a strong and stable enough relationship with nominal GDP to have performed well in McCallum’s rule. This conclusion would probably hold in the future. The period examined in this study, 1964–1997, is one characterized by many changes in structural relationships between macroeconomic variables, much financial innovation and various large random shocks to the relationships between the control variable and the policy instrument as well as the relationships between the policy instruments and goal variable.

Regarding the effects on rule performance of financial innovations and other sources of changing structural relationships between a measure of money and GDP, consider the following example. Suppose a structural change occurs in the relationship between a policy instrument in McCallum’s Rule and nominal GDP causing the income velocity of the policy instrument to rise. At the point in time where this change begins to manifest itself, the GDP shocks in the constant-coefficient macro models used here increase in size. This pushes simulated GDP away from the GDP target. In response to increasing velocity, the four-year moving average velocity growth rate in McCallum’s rule gradually rises. This reduces the growth rate of the policy instrument which then reduces deviations of nominal GDP from the target path. The feedback term in equation (1) provides an even more immediate monetary policy response to the changing velocity growth rate.

The responses of the second and third terms on the right side of equation 1, make it unnecessary for a policy instrument to maintain an absolutely stable relationship with GDP, in order for the rule to successfully keep GDP close to the target. Although there is some degree of velocity instability that would eradicate the success of any policy instrument and corresponding version of McCallum’s rule, changing structural relationships between the policy instruments examined here and GDP didn’t cross that threshold during the last three decades. Design features added purposefully by McCallum to make the rule fully operational adjust the growth rate of the policy instrument automatically to accommodate changes in velocity resulting from; structural changes in the economy or transient random shocks.

Regarding the second research question addressed by this study, there seems to be an affirmative response to the question: “Can adaptive rules using Divisia monetary variables as policy instruments achieve greater levels of price stability than rules using the monetary aggregates?” In all of the GDP simulations but two (i.e., the M3 rule in the four-variable
VAR model, with either model of monetary control), a Divisia measure of money tends to produce a smaller RMSE than its monetary aggregate counterpart. However, the difference is usually not substantial—and never larger than 0.012. These results suggest that for the broader levels of monetary aggregation (i.e., M2 and above), the performance of McCallum’s Rule is robust for measures of money computed through unweighted summation of the component assets or through the measurement of monetary services that are obtained with Divisia monetary indexes.

Compared to the other policy instruments, Divisia L produces the lowest RMSEs in all but the four-variable VAR with the federal funds rate model of monetary control. However, the performance of Divisia L as a policy instrument is generally *not overwhelmingly* superior to the other Divisia measures of money examined here. This contrasts with GDP simulations conducted over the same sample period and with the same economic models in Thornton (1999). In that study policy rules were evaluated that used narrower measures of money as their policy instruments. Thornton (1999) found that Divisia M2 versions of McCallum’s rule performed much better than Divisia M1 or Divisia M1A versions of McCallum’s Rule. Thus, it seems that in the case of the *broad* Divisia measures of money, while the level of aggregation matters, it doesn’t seem to matter very much above the M2 level.

Comparing simulation results across the 2 models of monetary control, it appears that with the exceptions of M3, Divisia M3 and L in the two-variable VAR model, the federal funds rate model permits a slightly higher degree of price stability (i.e., a lower RMSE) than the monetary base model of monetary control. The generally better performance of the federal funds rate as a control variable generally results from two factors; (1) smaller mean money control errors, and (2) larger negative correlations between the money control error and the GDP shocks. Although the standard deviations of the money control error are smaller in the monetary base model of money control, this is less of an advantage than a smaller mean error because the feedback properties of McCallum’s rule permit much of the standard deviation in money growth caused by these errors to be offset.

Simulation results suggest that the Fed could successfully use an M2, Divisia M2, M3, Divisia M3, L or, Divisia L rule to maintain much greater levels of price stability and much lower levels of GDP variability than has been achieved under discretionary monetary policy—even in an environment characterized by random shocks and changing structural relations among key macroeconomic variables. However, operationalizing the L or Divisia L rules could be somewhat more problematic than operationalizing rules that use M2, Divisia M2, M3 or Divisia M3 as policy instruments. This is in part because data on L and Divisia L are no longer published by the FED in the H.6 release, making compliance with a L or Divisia L rule more difficult for the public to monitor. Moreover, data on L and Divisia L traditionally have been available to FED policy makers with a longer lag than data on narrower measures of money such as M2, Divisia M2, M3, or Divisia M3. This lag could also cause greater difficulties in operationalizing an L or Divisia L rule.

To take advantage of the benefits that result from a credible commitment to a rule, a policy maker should commit to just one rule. Simulation results in Section III suggest that virtually identical levels of price stability would be achievable by either a Divisia L or Divisia M2 version of McCallum’s Rule—with the Divisia M2 rule likely to be easier to operationalize.
Table 4. Mean Absolute Percent Change (MAPC) in Money (annualized rates of change)

<table>
<thead>
<tr>
<th></th>
<th>Historical Norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2</td>
<td>7.11</td>
</tr>
<tr>
<td>Divisia M2</td>
<td>6.08</td>
</tr>
<tr>
<td>M3</td>
<td>8.00</td>
</tr>
<tr>
<td>Divisia M3</td>
<td>6.53</td>
</tr>
<tr>
<td>Liquidity</td>
<td>7.81</td>
</tr>
<tr>
<td>Divisia Liquidity</td>
<td>6.34</td>
</tr>
</tbody>
</table>

Federal Funds Rate Model of Monetary Control

<table>
<thead>
<tr>
<th></th>
<th>Divisia M2</th>
<th>M2</th>
<th>Divisia M3</th>
<th>M3</th>
<th>Divisia L</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroeconomic Model:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keynesian</td>
<td>4.60</td>
<td>4.41</td>
<td>6.14</td>
<td>7.39</td>
<td>4.99</td>
<td>6.78</td>
</tr>
<tr>
<td>Two-Variable VAR</td>
<td>3.96</td>
<td>4.20</td>
<td>5.06</td>
<td>5.15</td>
<td>4.59</td>
<td>4.80</td>
</tr>
<tr>
<td>Four-Variable VAR</td>
<td>4.92</td>
<td>5.55</td>
<td>5.55</td>
<td>5.35</td>
<td>5.08</td>
<td>5.14</td>
</tr>
</tbody>
</table>

Monetary Base Model of Monetary Control

<table>
<thead>
<tr>
<th></th>
<th>Divisia M2</th>
<th>M2</th>
<th>Divisia M3</th>
<th>M3</th>
<th>Divisia L</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroeconomic Model:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keynesian</td>
<td>4.70</td>
<td>3.84</td>
<td>5.59</td>
<td>7.25</td>
<td>4.29</td>
<td>6.40</td>
</tr>
<tr>
<td>Two-Variable VAR</td>
<td>3.71</td>
<td>3.36</td>
<td>4.05</td>
<td>4.01</td>
<td>3.73</td>
<td>3.95</td>
</tr>
<tr>
<td>Four-Variable VAR</td>
<td>5.13</td>
<td>5.61</td>
<td>4.86</td>
<td>4.65</td>
<td>4.37</td>
<td>4.34</td>
</tr>
</tbody>
</table>

IV. Assessing the Policy Implications of the GDP Simulations

Conclusions regarding the ability of rules examined here to increase price stability and lower the variability of nominal GDP around a constant trend are subject to caveats. For example, suppose adoption of a policy rule alters the structural relationship between a policy instrument and the nominal GDP target. Or suppose adoption of the rule alters the structural relationship between the control variable and the policy instrument. Presumably either of these changes would reduce the effectiveness of the policy rule. In either case the design of McCallum’s rule is such that as long as the adoption of one of the versions of

Table 5. Mean Absolute Percent Change (MAPC) in Real GDP (annualized rates of change)

<table>
<thead>
<tr>
<th></th>
<th>Historical Norm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3.94</td>
</tr>
</tbody>
</table>

Federal Funds Rate Model of Monetary Control

<table>
<thead>
<tr>
<th></th>
<th>Divisia M2</th>
<th>M2</th>
<th>Divisia M3</th>
<th>M3</th>
<th>Divisia L</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroeconomic Model:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keynesian</td>
<td>4.15</td>
<td>4.25</td>
<td>4.23</td>
<td>4.34</td>
<td>4.14</td>
<td>4.40</td>
</tr>
<tr>
<td>Four-Variable VAR</td>
<td>3.51</td>
<td>3.34</td>
<td>3.79</td>
<td>3.55</td>
<td>3.80</td>
<td>3.55</td>
</tr>
</tbody>
</table>

Monetary Base Model of Monetary Control

<table>
<thead>
<tr>
<th></th>
<th>Divisia M2</th>
<th>M2</th>
<th>Divisia M3</th>
<th>M3</th>
<th>Divisia L</th>
<th>L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macroeconomic Model:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keynesian</td>
<td>4.44</td>
<td>4.50</td>
<td>4.22</td>
<td>4.33</td>
<td>4.19</td>
<td>4.44</td>
</tr>
<tr>
<td>Four-Variable VAR</td>
<td>3.38</td>
<td>3.39</td>
<td>3.34</td>
<td>3.36</td>
<td>3.41</td>
<td>3.58</td>
</tr>
</tbody>
</table>
McCallum’s Rule (evaluated above) doesn’t eliminate or excessively weaken the structural relationship between the policy instrument and GDP, the rule will automatically make the modifications necessary to accommodate either type of a structural change through adjustments in the velocity and feedback terms.

Another criticism is that policy rules targeting levels of nominal income will produce greater variability in the policy instrument and thus real output than has been experienced historically. This hypothesis can be evaluated using results presented in Tables 4 and 5. Using the mean absolute percent change (MAPC) in the policy instrument as a measure of variability, during 1964:Q2–1997:Q4, the actual quarterly MAPCs in the policy instruments ranged from 6.08 percent for Divisia M2 to 8.0 percent for M3, respectively (at annualized rates). Table 4 shows that in all three economic models and both models of monetary control, all six of the policy instruments would have been considerably less variable under the rule specified by equation 1.

The likely variability of real GDP, resulting from the adoption of one of the policy rules examined here, can only be evaluated in the Keynesian and four-variable VAR. The historical MAPC of real GDP, during 1964:Q2–1997:Q4, was 3.94 percent (at annualized rates). The MAPCs of real GDP obtained in the four-variable VAR, under all of the policy rules, are slightly below the historical norm. In the Keynesian model, the MAPCs of real GDP in all of the policy rules are just slightly above the historical norm—but never by much more than 0.5 percent. These results indicate that the benefits of price stability are not likely to be obtained at the costs of substantially increased instability in the policy instrument and/or in real output. Presumably then, the costs of targeting a stable price level, are unlikely to be as large as some have suggested—further strengthening arguments for the adoption of an adaptive rule that targets levels of GDP to produce long-run price stability.

One final caveat addresses problems caused by GDP data revision. Given the length of time over which revisions are made and the sometimes substantial size of those revisions, the policy maker implementing a version of McCallum’s rule specified by equation (1) is probably reacting to incorrect (initial) estimates of GDP. The Bureau of Economic Analysis (BEA) estimates that nine-tenths of the revisions from the preliminary estimate of the quarterly percent change in GDP to the final estimate range from $-1.2$ to $1.4$ percent (at an annualized rate). Thus, if the preliminary estimate of the 1999:Q4 change in GDP was 3.0 percent, during the next 2 months it is likely to be revised down to as low as 1.8 percent or revised up as high as 4.4 percent. The long-run revisions are larger. Nine-tenths of the revisions from the preliminary estimate to the latest estimate range from $-2.1$ to 2.7 percent.\footnote{The BEA (1998) reports on the typical size of their revisions to nominal GDP growth rates “during past years”, but doesn’t state exactly what time frame this refers to. In the GDP simulations conducted next it is assumed that the revisions were of the same magnitudes during the sample used in this study as they were over the time period in which BEA calculated them.}

Orphanides (1998) examined the impact of the GDP data revision problem on the performance of Taylor’s rule which uses the federal funds rate to target GDP. He found that GDP data revisions would have produced substantial changes in the policy recommendations of Taylor’s rule—changes so large they exceeded the standard deviation of the historical quarterly change in the federal funds rate during the 1987–1992 sample period. Theoretically, because the GDP simulations conducted in Section III ignore the
data revision problem, they could be substantially overstating the likely performance of the versions of McCallum’s rule that are being evaluated.

One approach utilized to assess the impacts of this informational problem assumes that policy makers could wait an additional quarter, to obtain a more accurate estimate of nominal GDP, before responding to deviations of GDP from the non-inflationary target path. In this case policy makers might utilize the rule in equation (10).

\[
\Delta RM_t = 0.00739 - (1/16)(X_{t-1} - X_{t-17} - M_{t-1} + M_{t-17}) + \lambda[X_{t-2}^* - X_{t-2}]
\]

In this version of the rule the feedback term is based on the deviation of nominal GDP from the target path—two quarters past. So, for example, a policy maker calculating, on April 1, the rule-prescribed change in the policy instrument for the second quarter of a given year would compare BEA’s final GDP estimate of fourth quarter GDP (\(X^t_{t-2}\)) to the fourth quarter GDP target (\(X^*_{t-2}\)). GDP simulations were conducted over the sample 1964:Q2–1997:Q4 using the three macroeconomic models, and equation (10), with Divisia L as the policy instrument.27 Results from these simulations appear in Table 6.

Another approach for assessing the impacts of the informational problem caused by GDP revisions is to directly incorporate the effects of GDP revision error into the simulations. This is done by defining BEA’s ultimate, long-run, revised calculation28 of the value of nominal GDP in time \(t - 1\) as \(X^t_{t-1}\) and letting \(X^*_{t-1}\) be the preliminary estimate of prior quarter GDP, reported by the BEA. The relationship between BEA’s ultimate, long-run, revised calculation of GDP and the preliminary estimate is:

\[
X^t_{t-1} = \]

---

27 Simulation results using the rules specified by equations 10 and 12 and with either M2 or Divisia M2 as the policy instrument appear in Thornton (1999). Results show that the problems associated with GDP data revisions have an inconsequential effect on the performance of M2 or Divisia M2 rules. Divisia L was selected as the policy instrument in the simulations in the current study in order to examine the effects of the GDP data revision problem on another potential policy instrument and because of the Divisia L rule’s excellent performance in GDP simulations conducted in Section 3.

28 This corresponds to the ex post GDP time series data.
The final revision error (RE) is expressed in quarterly logarithmic units. If a policy maker wanted to respond in the current quarter to last quarter’s missed GDP target level, using BEA’s preliminary estimate of last quarter’s GDP, the policy rule would be:

\[ \Delta RM_t = 0.00739 - (1/16)(X_{t-1} - X_{t-17} - M_{t-1} + M_{t-17}) + \lambda[X_{t-1} - X_{t-1}] \]

(11)

To simulate the impacts of the informational problem in the GDP simulations, \(X_{t-1} + RE_{t-1}\) is substituted for \(X_{t-1}\) in equation (11), yielding equation 12.
A vector of revision errors is generated for the entire sample. This vector of revision errors is of the magnitude reported by the BEA for its preliminary to its last, annually revised GDP estimate. Simulations are conducted with; (1) the revision error vector incorporated into equation 12, (2) each of the three macroeconomic models, and (3) Divisia L as the policy instrument. The RMSEs of simulated GDP from the non-inflationary target path and the MAPCs of the policy instrument are reported in Table 6 (assuming the federal funds rate model of monetary control).

When comparing GDP RMSEs in Table 6 to GDP RMSEs in Table 3 it is apparent that both; (1) incorporating revision error into the GDP simulations, and (2) utilizing a rule with a longer response time have inconsequential impacts on the ability of the Divisia L rule to produce a high degree of price stability! In both cases, the RMSEs of simulated GDP from the target path increase only slightly. Why? When a policy instrument exhibits a strong relationship with GDP, even sizable GDP data revisions that push simulated GDP away from the target path can be easily mitigated by subsequent changes in rule-prescribed money growth. Utilization of policy rules based on a feedback term with a two-quarter lag, lengthen the response time of monetary policy to shocks that would drive GDP away from the target path increasing the GDP RMSE slightly more. But again, the strong relationship between the policy instrument and GDP permit the rule to perform well—even with the longer response time.

Orphanides (1998) reports that incorporating the impacts of GDP revision errors produces substantially larger changes in the policy instrument (i.e., the federal funds rate) in Taylor’s rule. In contrast, the Divisia L version of McCallum’s rule still produces a scenario in which the policy instrument is less variable than it was historically. Moreover, the increase in the MAPCs over the GDP simulations where the impacts of GDP data revisions are not considered (i.e., as reported in Table 4) is small—ranging from 0.06% in the Keynesian model to 0.51% in the four-variable VAR (at an annualized rate).

Figures 4 and 5 illustrate the impacts of the informational problem on the simulated GDP time paths. As both figures illustrate the deviations of nominal GDP from the targeted time path remain quite small. Thus, in contrast to results obtained by Orphanides (1998) for Taylor’s rule, this study finds that a Divisia L version of McCallum’s rule continues to perform quite well—even when incorporating the difficulties policymakers would face as a result of GDP data revisions.

V. Conclusion

The performance of six different policy instruments is assessed using variations of McCallum’s adaptive rule for targeting levels of nominal GDP. Three economic models are used, respectively, to examine rule performance by simulating values of nominal GDP during 1964:Q2–1997:Q4. Rule performance is measured primarily by the RMSE of

\[ \Delta RM_t = 0.00739 - (1/16)(X_{t-1} - X_{t-17} - M_{t-1} + M_{t-17}) + \lambda[X_{t-1}^* - (X_{t-1} - RE_{t-1})] \] (12)
simulated GDP from the non-inflationary target path and secondarily by the variability of the policy instrument and real GDP—relative to historical norms.

Rules utilizing any one of the six policy instruments appear to meet all six criteria for a successful policy rule. Moreover, all the rules examined here are operational and central bank compliance could be monitored using one of the methods explained in Section II. Unlike rules using narrower measures of money or interest rates, all of the rules examined here perform well in a variety of plausible macroeconomic models—including one that incorporates an interest rate. Rules utilizing the broader monetary aggregates or broader Divisia measures of money as policy instruments perform well when; (1) financial innovations, regulatory changes or shocks alter the linkages between the policy instrument and the intermediate target, (2) financial innovations, regulatory changes or shocks alter the linkages between the control variable and the policy instrument, (3) policy makers cannot precisely control the policy instrument over periods of time as short as one quarter, and (4) policy makers cannot use the most accurate calculation of prior quarter GDP to determine current quarter money growth.

The rules examined here also outperform historical discretionary policy in promoting long-run price stability and lowering the variability of nominal GDP around a constant trend. The feedback properties of the different versions of McCallum’s rule, combined with the relative strength and stability of the relationship between the respective policy instruments and the GDP target, are responsible for the rules’ excellent performance.

GDP simulation results do suggest that the method of monetary aggregation generally affects rule performance. Rules using Divisia measures of money as their policy instrument usually deliver greater amounts of long-run price stability than rules using their monetary aggregate counterparts. However, the method of aggregation doesn’t seem to matter very much. Finally, while the choice of control variable (i.e., the federal funds rate or the monetary base) doesn’t appear to have a critical impact on rule success, some improvement in rule performance is gained by using the federal funds rate to target the rule-specified growth rate in the policy instrument.

These results strengthen the case for the adoption of an adaptive rule to be used in the formulation of monetary policy—or at a minimum, to provide information useful in the formulation of discretionary monetary policy.

Extraordinarily helpful comments were received from Bennett McCallum, Allan H. Meltzer, Michael Belongia, and an anonymous referee. Any errors are the sole responsibility of the author.
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