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Simple rules for guiding monetary policy actions have been shown to achieve policy objectives effectively. In many of these simple rules, policy prescriptions depend on the economy's level of potential output. Potential output is unobservable, however, and is estimated with uncertainty. We examine the effects that this uncertainty has on the stabilization properties of three classes of simple efficient policy rules. Although the stabilization properties deteriorate under uncertainty, the deterioration is less pronounced for rules that use forecasts of inflation rather than just contemporaneous inflation. Under the uncertainty considered, the magnitudes of the efficient response coefficients tend to increase. © 2000 Elsevier Science Inc.
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I. Introduction

Research on monetary policy rules has demonstrated the efficacy of simple rules. For example, Rudebusch and Svensson (1998) illustrate that efficient simple rules have similar stabilization properties to more complex optimal rules. Levin et al. (1998) show that simple rules are more robust than optimal rules to model uncertainty. Clarida et al. (1997) demonstrate that simple rules appear to explain how policymakers actually behave. In addition to their efficacy, simple rules may be widely used in practice because they...
provide policymakers with a comprehensible framework to communicate the factors motivating their actions.

Common to many of these simple rules is their dependence on measures of the economy’s supply capacity or potential output. There is considerable uncertainty about the economy’s level of potential output, however, because it is unobservable. Policymakers must rely on estimates derived from observed data. Several recent studies have examined the implications of potential output uncertainty for response coefficients in simple policy rules. In Smets (1999), observation errors associated with an unobserved-components model of potential output lower the magnitude of response coefficients in an optimal Taylor rule. Considering the implications of statistical uncertainty around a Phillips curve estimate of the natural rate of unemployment, Wieland (1998) finds that the uncertainty reduces the magnitude of optimal policy rule coefficients. However, Isard et al. (1998), find the opposite result when considering the effect of uncertainty about the natural rate of unemployment on efficient Taylor rule coefficients. The difference in results appears to arise from the nature of the policymaker’s errors. In Isard et al., the errors are generated from a real-time updating process that leads to errors that are correlated through time and with the cycle. The optimal control techniques employed in Smets (1999) and Wieland (1998) do not allow for uncertainty of this nature.

We generate the inflation-output variability frontiers, as introduced in Taylor (1979), to investigate the effects of a particular characterization of potential output uncertainty on the performance and characteristics of three classes of simple efficient policy rules. Stochastic simulations of the Reserve Bank of New Zealand’s macroeconomic model are used to trace out the efficient frontiers. The three classes of rules considered are inflation-forecast-based rules; Taylor (1993) rules; and inflation-forecast-based rules that include the contemporaneous output gap. We choose this set of rules because they have been examined extensively in the literature and appear to be used in practice.¹ The characterization of uncertainty about the economy’s supply capacity that we consider embodies the notion that the techniques employed by policymakers to estimate potential output will often lead to errors that are serially correlated and depend on the state of the business cycle.

Not surprisingly, the performance of all three classes of rules deteriorates under potential output uncertainty. However, the stabilization properties of rules responding to forecasts of inflation rather than just contemporaneous inflation deteriorate less. Under the characterization of potential output uncertainty considered, the magnitude of the efficient response coefficients tend to increase, or remain unchanged, depending on the class of rule and the constraints placed on instrument variability.

The remainder of the paper is as follows. In Section II, a brief overview of the structure of the Reserve Bank’s macroeconomic model is presented. Efficient policy frontiers under certainty about potential output are presented in Section III. The effects of uncertainty about potential output on these frontiers are examined in Section IV. Section V contains a brief summary and conclusion.

¹ In addition to the other work cited above, other examples in the literature examining these types of rules include Bryant et al. (1993), Fuhrer (1994), Black et al. (1998), Haldane and Battini (1998) and Rudebusch (1998).
II. FPS at a Glance

The Reserve Bank’s Forecasting and Policy System (FPS) consists of a set of models that together form the framework for generating economic projections and conducting policy analysis. To conduct policy analysis, only the core macroeconomic model is used. The core FPS model describes the interaction of five economic agents: households, firms, a foreign sector, the fiscal authority, and the monetary authority. The model has a two-tiered structure. The first tier is an underlying steady-state structure that determines the long-run equilibrium to which the economy converges. The second tier is the dynamic adjustment structure that traces out how the economy converges towards that long-run equilibrium.

The long-run equilibrium is characterized by a neoclassical balanced growth path. Along that growth path, consumers maximize utility, firms maximize profits, and the fiscal authority achieves exogenously specified targets for debt and expenditures. The foreign sector trades in goods and assets with the domestic economy. Taken together, the actions of these agents determine expenditure flows that support the set of stock equilibrium conditions underlying the balanced growth path.

The dynamic adjustment process overlaid on the equilibrium structure embodies both “expectational” and “intrinsic” dynamics. Expectational dynamics arise through the interaction of exogenous disturbances, policy actions, and private agents’ expectations. Policy actions are introduced to re-anchor expectations when exogenous disturbances move the economy away from equilibrium. Because policy actions do not immediately re-anchor expectations, real variables in the economy must follow disequilibrium paths until expectations return to equilibrium. To capture this notion, expectations are modeled as a linear combination of a backward-looking autoregressive process and a forward-looking model-consistent process. Intrinsic dynamics arise because adjustment is costly. The costs of adjustment are modeled using a polynomial adjustment cost framework [see Tinsley (1993)]. In addition to expectational and intrinsic dynamics, the behavior of the fiscal authority also contributes to the overall dynamic adjustment process.

On the supply side, FPS is a single good model. That single good is differentiated in its use by a system of relative prices. Overlaid on this system of relative prices is an inflation process. Although inflation can potentially arise from many sources in the model, it is driven fundamentally by the difference between the economy’s supply capacity and the demand for goods and services. Further, the relationship between goods-markets disequilibrium and inflation is asymmetric. Excess demand generates more inflation than the deflation caused by an identical amount of excess supply.

To illustrate some of the properties of the FPS, the model’s dynamic response to a four-quarter one percentage-point increase in the short-term nominal interest rate is graphed in Figure 1.
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2 See Black et al. (1997) for a more complete description of the FPS model.
3 The specification is based on the overlapping-generations framework of Yaari (1965), Blanchard (1985), Weil (1989), and Buiter (1988), but in a discrete time form as in Frenkel and Razin (1992) and Black et al. (1994).
4 Although the empirical evidence supporting asymmetry in the inflation process is growing, a convincing prudence argument for using asymmetric policy models is presented in Laxton et al. (1994).
III. Efficient Policy Rules

In this section, three classes of policy rules are examined: inflation-forecast-based (IFB) rules; standard Taylor rules; and inflation-forecast-based rules that include a contemporaneous output gap term (IFB + G). Assuming certainty about potential output, the efficient frontiers are traced out and compared. Consistent with Taylor (1979), the efficient frontier is defined to be the locus of the lowest achievable combinations of inflation and output variability.

Inflation-Forecast-Based (IFB) Rules

These rules adjust the policy instrument in response to a model-consistent projection of the deviation of inflation from its target rate. This class of rules can be expressed as

\[
rs_t = rs_t^* + \sum_{i=1}^{J} \theta (\pi^i_t - \pi^T) 
\]  

Figure 1. Impact of a four-quarter, one percentage-point increase in the short-term nominal interest rate.
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5 Referring to this class of rules as IFB rules is consistent with Haldane and Batinni (1998) and Amano et al. (1999).

6 The base-case FPS policy reaction function used in the Bank's economic projections falls within this class of rules.
where $rs$ is the short-term nominal interest rate, $rs^*$ is its equilibrium equivalent, $\pi^T$ is the policy target, and $\pi_{i+1}^e$ is the model-consistent projection of inflation $i$ quarters ahead. The number of leads, $j$, and the weights, $\theta_i$, are a calibration choice.

Stochastic simulations of the model and a grid search technique over policy rule coefficients are employed to trace out the efficient frontier. To determine the set of efficient policy rules, both the magnitudes of the weights and the targeting horizon are searched over. The targeting horizon is a three-quarter moving window starting from one quarter ahead and extending to 12 quarters ahead (ten different windows in all). The weights, $\theta_i$, range in value from 0.5 to 20. For each rule considered, the resulting moments are calculated by averaging the results from 100 draws, each of which is simulated over a 25-year horizon. The resulting output and CPI inflation variability pairs are graphed in Figure 2.

The measures of variability used are the root mean squared deviation (RMSD) of inflation from its target rate and output from potential output. The asymmetry in the interaction of goods market disequilibrium and inflation in FPS make this the most appropriate measure of variability to use. The consequences of the asymmetric inflation process under stochastic disturbances are that, on average, inflation is above target and output is below its deterministic steady state. Relative to the standard deviation statistic, the RMSD statistic penalizes policy rules that result in inflation being more above the inflation target and output being further below its deterministic steady-state level.

---

Footnotes:

7 In the model code, the policy reaction function is specified in terms of the yield spread. However, substituting the identity that solves for the short-term nominal rate into the policy reaction function yields a policy reaction function as given. Rewriting the reaction function in terms of the short-term nominal interest rate yields identical model properties provided the response coefficients are scaled up by roughly 30 percent.

8 The technique for simulating FPS under stochastic disturbances is presented in Drew and Hunt (1998).

9 Consistent with the suggestion in Bryant et al. (1993), the first 5 years of simulation results are ignored when computing the summary statistics.

10 For a discussion of why the stochastic steady state for output is below the deterministic equilibrium, see Laxton et al. (1994) and Dehelle and Laxton (1997).
In Figure 2, the thin line labeled $\theta = 1$ is derived using a weight of one on the projected deviation of inflation from its target rate and varying the forward-looking targeting horizon. At point A, the targeting horizon is one, two and three quarters ahead. Moving from point A to point B, the targeting horizon is extended through to five, six and seven quarters ahead and both inflation and output variability are reduced. As the targeting horizon is extended beyond that point, the variability in output is reduced, but only at the expense of increased variability in inflation.

The thin line labeled $\theta = 1.4$ traces out the results of increasing the weight on the projected inflation gap to 1.4, and varying the targeting horizon. Increasing the weight reduces inflation variability and output variability for rules with targeting windows that start at 5 quarters ahead and beyond. However, for rules with targeting windows that start at horizons of less than five quarters ahead, output variability increases as inflation variability is reduced. As the weights increase, the targeting horizon at which both inflation and output variability can be reduced lengthens. Once the weights reach a level of 6, reduced inflation variability can only be achieved at the expense of increased output variability at all targeting horizons examined. This is the point where the thick line starts to trace out the globally efficient frontier for IFB rules.

**Taylor Rules**

For convenience, the second class of rules examined is referred to as Taylor rules. However, it should be noted that we use the term Taylor rule to refer to any policy rule where the instrument responds to the contemporaneous deviations of output from potential and year-over-year inflation from target, regardless of the weights.\footnote{These rules are not strict Taylor rules in the sense that a large number of weights on the output gap and inflation are considered in addition to the weights originally suggested in Taylor (1993).} This class of rule is given by

$$rs_i = rs^y + \theta (\pi_i - \pi^T) + \delta (y_i - yp_i)$$

(2)

where $y_i$ is the log of real output, $yp_i$ is the log of potential output and $\delta$ here and $\theta$ are response coefficients. To trace out the efficient frontier under Taylor rules, six weights on the contemporaneous output gap ranging from 0.25 to 10 are examined, in combination with 9 weights on the contemporaneous deviation of inflation from target, ranging from 0.5 to 10.

The output and CPI inflation variability pairs achieved under Taylor rules are graphed in Figure 3. The thin line labeled $\delta = 0.25$ traces out the inflation-output variability trade-off achieved by holding the weight on the output gap fixed at 0.25 and increasing the weight on the inflation gap from 0.5 to 10. Point A has an inflation gap coefficient of 0.5. Moving along the line to point B this weight is increased gradually to 10. Increasing $\delta$ to 0.5 shifts the trade-off curve toward the origin, as illustrated by the thin line labeled $\delta = 0.5$. Increasing $\delta$ up to a value of 6 continues to shift the trade-off curve toward the origin. No appreciable shifts occur with $\delta$ values larger than 6.

Taylor rules are able to achieve notably lower output variability than IFB rules, but inflation variability is higher regardless of the weight put on the contemporaneous deviation of inflation from target.
Including a Contemporaneous Output Gap in Inflation-Forecast-Based Rules

The final class of rules examined combines aspects of the IFB rules and Taylor rules by including the contemporaneous deviation of output from potential in IFB rules. This class of rules is given by

\[ r_{st} = r_{st}^* + \sum_{i=1}^{j} \theta_i (\pi_{t+i}^\prime - \pi^\prime) + \delta (y_t - y_p). \]  

(3)

To make the required simulation task manageable, we search over fewer horizons and weights on the forward-looking inflation gap. Consequently, the frontiers examined here are traced out with slightly fewer observations than for the IFB rules. As with the standard Taylor rules, six alternative values for \( \delta \) are examined ranging from 0.25 to 10.

Comparison of the frontiers traced out in Figure 4 with the IFB frontier in Figure 2, reveals that, for a given level of CPI inflation variability, output variability can be reduced by responding to the contemporaneous output gap in addition to the forward-looking deviation of inflation from target. For example, given inflation variability of 1.0, including the standard Taylor weight of 0.5 on the output gap term reduces output variability from 2.8 to 2.6. The larger is the weight on the output gap, the more output variability can be reduced.\(^\text{13}\)

Comparison of these results to those achieved under Taylor rules illustrates the benefits of policy being forward looking in terms of the deviation of inflation from the target.

\textbf{Figure 3.} Taylor rules (RMSD, root mean squared deviation).

\(^{12}\) The number of weights on the forward-looking inflation gaps are reduced from 17 to 10 and the number of targeting windows are reduced from 10 to 6.

\(^{13}\) This reduction in output variability comes at the cost of increased variability in instruments. Given a RMSD of inflation around 1, increasing the weight on the contemporaneous output gap from 0.5 to 1.5 increases the RMSD in nominal interest rates from 4.6 to only 5.1. However, increasing the weight on output to 6 results in the RMSD of the nominal short-term interest rate increasing to 10.6. This increase in instrument variability is such that the policy rule is not considered when instrument constraints are applied.
Under IFB 1 G rules, inflation variability in notably reduced relative to that achievable under Taylor rules.

These results differ from those presented in Haldane and Batini (1998), where the inclusion of the contemporaneous output gap did not shift the efficient frontier downwards as it does here. The Haldane and Batini result lead the authors to conclude that IFB rules were “output encompassing.” An obvious potential source of the conflicting result is model specification differences. In addition, a possible explanation is that the search over rule specifications conducted in Haldane and Batini is not quite as general as in the analysis presented in this paper. In Haldane and Battini, the contemporaneous output gap term was included in a rule that had the horizon and weight optimized in the absence of an output gap term. It is possible that a more general search technique would have yielded different results.

Comparing the Three Classes of Policy Rules

Taylor rules and the inclusion of the contemporaneous output gap in inflation-forecast-based rules yield output and CPI inflation variability combinations not achievable under pure inflation-forecast-based rules. In Figure 5, the achievable frontiers under the three classes of policy rules are compared. Relative to inflation-forecast-based rules, Taylor rules allow for significant improvements in output variability, although they cannot achieve the same inflation variability performance. Including the contemporaneous output gap in inflation-forecast-based rules allows for a similar reduction in output variability, without sacrificing inflation variability performance.

One outcome of achieving reduced output variability by including the contemporaneous output gap is that instrument variability increases. In many cases this variability would imply that nominal short-term interest rates would often be negative. In similar experiments with a simple demand side version of FPS, imposing a non-negativity constraint on
nominal interest rates constrains variability such that their RMSD never exceeds 8.0\textsuperscript{14}. The shaded lines in Figure 6 trace out the efficient frontiers that result from considering only the policy rules that result in instrument variability consistent with a non-negativity constraint. This constraint reduces the output variability performance of the rules that include the contemporaneous output gap. The frontier under IFB rules is not materially affected.

IV. Uncertainty about Potential Output

One criticism that is often directed at inflation-forecast-based rules is that they require the policymaker to formulate a forecast of future inflation in a very uncertain world [see, for

\textsuperscript{14} The size of the stochastic simulation exercise would effectively double if the constraint was imposed formally.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Comparing the efficient frontiers. (RMSD, root mean squared deviation).}
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\caption{Effect of instrument variability constraints (RMSD, root mean squared deviation).}
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example, McCallum and Nelson (1998). The policymaker is uncertain about the true structure of the economy, the nature of the disturbances that are likely to occur, and the underlying state of the economy and how it is likely to evolve over the forecast horizon. These are all legitimate concerns that policymakers need to address. In this section, the implications of the policymaker’s uncertainty about one aspect of the state of the economy, its supply capacity, are examined. This is important for IFB rules and rules that rely on the contemporaneous output gap.

**Incorporating Uncertainty**

To examine the implications of uncertainty about potential output, it is necessary to derive a characterization of what the policymaker’s typical errors about potential output might look like. Methods for estimating the contemporaneous level of potential output used by policymakers often rely on techniques for decomposing real output data into their trend (supply) and cyclical (temporary) components. Examples of these techniques used by policymakers that rely on a variant of the Hodrick and Prescott (1997) filter can be found in Laxton and Tetlow (1992), Butler (1996), Haltmaier (1996), and Conway and Hunt (1997). Harvey and Jaeger (1993) illustrate that techniques based on the Hodrick–Prescott (HP) filter are restricted versions of a more general unobserved-component modeling framework.

The uncertainty about how accurately estimates from unobserved-component models reflect the “true” level of potential output has been shown in Kuttner (1994) to arise from two sources. The first is “filter” or “signal extraction” uncertainty. This arises because even if the parameters of the model are known with certainty, the unobserved state variable still has a noisy link to the data and the estimate must be extracted given the available data set. The second source is “parameter” uncertainty. The parameters of unobserved-component models are estimated using the Kalman (1960) recursion and maximum likelihood techniques. The estimated parameters thus have associated variances. The dimension of uncertainty that is examined here corresponds to filter uncertainty. Specifically, we consider the implications that HP filter uncertainty about the monetary authority’s estimate of potential output has on the relative performance of the simple policy rules examined.

A multi-step procedure is used to generate the time-series paths for the errors about potential output arising from HP filter uncertainty. The model is first simulated under the set of seeded disturbances used to generate the 100 draws applied in the experiments under consideration. Policy is characterized as the FPS base-case IFB policy rule and potential output is known with certainty. To extract the proxy for the monetary authority’s typical errors associated with filter uncertainty, the resulting times-series paths for real output from each draw are detrended using the HP filter in two ways. First, the HP filter is run as a true filter through data using only data up to time \( t \) to extract the estimate of potential up to and including time \( t \). Next it is run as a smoother using the complete data set up to time \( T \) to extract estimates of potential output for all \( t \). The monetary authority’s error about potential output is the difference between the filter estimate and the smoother estimate. As noted in Kuttner (1994), the smoother can be used in this way to extract the level of filter uncertainty associated with an unobserved-component model.

Running the HP filter as a true filter is meant to proxy how a monetary authority might extract an estimate of current potential output. However, before the filter is applied to
extract the date $t$ estimate, four quarters of estimated data points are added to the real output series using the correct average growth rate in potential output. This is done because a straight application of the HP filter without making any adjustment for the end-point problem would be too naive a characterization of most monetary authorities’ estimation techniques. As outlined in Butler (1996) and Conway and Hunt (1997), estimation techniques based around the HP filter apply various extensions to mitigate some of the filter uncertainty in the end-of-sample estimates. Even extending the data, as is done here, is probably too naive relative to actual estimation techniques, but it has the virtue of simplicity.

These estimated errors are incorporated into the forward-path solution technique in the following way. In period $t$, the monetary authority sets policy using the true model of the economy to generate a forecast of inflation based on its view about the current level of potential output, lagged information on all the model outcomes and all the current period’s temporary disturbances. For simulation purposes, potential output evolves according to a fixed growth rate in the monetary authority’s forecasting framework. The policy setting solved for within this framework is then sent to the real world along with all the temporary disturbances plus the error on potential output. Given the policy settings, the temporary shocks and the correct level of potential, the model solves for the actual outcome. The process is updated one quarter to date $t + 1$, and the monetary authority sets policy again. The monetary authority receives some feedback that it made an error, in that real outcomes and inflation were not as it expected for date $t$; however, it persists with its view of how potential output evolves. In this set-up, the real world is effectively hit with productivity shocks of which the monetary authority is always unaware. On average the monetary authority will estimate the level of potential correctly, but over the cycle it makes errors that are persistent and correlated with the evolution of the cycle in each draw.15

It is worth noting that this analysis does not consider whether the HP filter is the “correct” unobserved-component model to be using to estimate potential output. Examples of literature examining this issue are Harvey and Jaeger (1993), Cogely and Nason (1995), and Guay and St–Amant (1996). As noted earlier, the HP filter is a restricted version of a more general unobserved-component model and, consequently, this dimension of the issue should be thought of as parameter uncertainty rather than the filter uncertainty considered here.

One can argue that this technique provides an effective proxy for the type of errors that a monetary authority might make about the evolution of potential output. In Figure 7, the evolution of real output for one draw under the base-case policy rule is graphed against the proxy for the monetary authority’s current estimate of potential output (filter estimate) and the ex-post estimate of potential output (smoother estimate). When output is expanding rapidly, the monetary authority tends to overestimate potential output growth, and

---

15 A superior approach is to have the monetary authority estimate potential output as new observations become available within each simulation. In this way, the choice of policy rule would affect its estimate of potential output and thus the errors that it is making would be contingent on the policy rule followed. However, this approach would increase the time it takes to generate our results by a factor of 30 to 40. Because FPS is a non-linear forward-looking model, it is solved using a forward-path-solution technique that is computationally intensive. Consequently, our current technology would not allow us to consider using the preferable approach. To generate the efficient frontier under forward-looking inflation targeting rules with uncertainty about potential output using our current technique takes one pentium dual processors with a 300 MHZ clock roughly 12 days of simulation time.
when output growth is weak the monetary authority tends to underestimate potential output growth.

The Implications of Uncertainty

The stochastic experiment in Section III is repeated for all three classes of policy rules under uncertainty about potential output. The relative performance of the three classes of rules is graphed in Figure 8. The solid lines are the efficient frontiers achievable with no
uncertainty, while the dashed lines show the results under uncertainty. The story that emerges under uncertainty is similar to that under certainty. Taylor rules can achieve lower output variability than IFB rules, however, they cannot achieve similar inflation variability performance. IFB + G rules can achieve the low output variability of Taylor rules while achieving similar inflation performance to IFB rules.

Not surprisingly, the achievable combinations of inflation and output variability for all three classes of rules deteriorate under uncertainty about potential output. The largest relative deterioration in performance occurs for the Taylor rules. The dimension along which the deterioration in performance occurs depends on the degree of “hawkishness” on inflation. The stronger is the rule’s response to the inflation gap, the more the performance deteriorates in terms of output variability. The weaker is the rule’s response to the inflation gap, the larger is the increase in inflation variability. This contrasts interestingly with the performance of IFB + G rules. Under these rules, responding more strongly to the inflation gap does not materially change the deterioration in terms of output variability. Rather it reduces the deterioration in inflation variability. For IFB rules, virtually all of the deterioration shows up in an increase in output variability.

The relative shifts in the three classes of efficient rules to some extent reflect the nature of the rules that lie on the efficient frontier. The IFB rules that lie on the frontier are all fairly hawkish, with the magnitude of the weights being 5 or larger on the forward looking inflation gap. However, the efficient frontiers under the other two classes of rules have weights on the inflation gap (forward-looking or contemporaneous) that range from 0.5 to 20. Consequently, some points on these efficient frontiers shift back more in inflation terms than do the IFB rules.

Consideration of the change in the characteristics of efficient rules when uncertainty is introduced illustrates some interesting differences, as shown in Table 1. For the Taylor rules that achieve the very lowest variability in inflation, the weights on inflation and the output gap actually increase under uncertainty about potential output. Efficient Taylor rules that achieve the lowest variability in output undergo no changes in their characteristics. On the other hand, the characteristics of IFB + rules that achieve the lowest variability in output do change. For these rules, the forward-looking horizon increases, while the weights remain the same. Under forward-looking inflation targeting rules, the change in characteristics is small and occurs in those that achieve the lowest variability in output. For these rules, the weights on the inflation gap increase slightly under uncertainty.

Both the direction and the relatively minor magnitude of the changes in the characteristics of efficient rules under this dimension of uncertainty about potential output are rather different from the implications of uncertainty about potential output in Smets (1999) and uncertainty about the natural rate of unemployment in Wieland (1998). In Smets (1999), the observation errors associated with the unobserved-components model considered reduced the degree of activism of optimal Taylor rules. The magnitudes of the optimal coefficients on both the output gap and to a lesser extent the contemporaneous deviation of inflation from target in a Taylor rule declined relative to the case of no uncertainty. In Wieland (1998) uncertainty about the natural rate of unemployment also reduced the optimal degree of policy activism.

In the case of Wieland (1998), the uncertainty about the natural rate of unemployment enters the optimization problem in such a way that it parallels the standard Brainard (1967) characterization of policy-multiplier uncertainty, and the results are consistent with this. In the case of Smets (1999) the characterization of uncertainty more closely parallels that considered here and consequently the different results are slightly more difficult to
reconcile. There are two potential sources for the difference. The first is related to the differences in the nature of the error process considered. The second source compounds the first and is related to the asymmetric inflation process in FPS.

Unlike the estimated Kalman-recursion-observation errors considered in Smets (1999), the HP-filter-uncertainty errors considered here are in general positively correlated with the business cycle. On average over the cycle, the monetary authority underestimates the degree to which output is deviating from potential, and consequently, it forecasts a smaller deviation of inflation from target. Responding less strongly implies inflationary disturbances get more embedded in expectations. This leads to the second source, the asymmetric inflation process in FPS. Because excess demand leads to more inflationary pressure than an equivalent amount of excess supply leads to deflationary pressure, unwinding inflation shocks requires permanent losses of output. The efficient frontiers presented here are calculated as RMSD from the deterministic steady state and thus they penalize policy rules that lead to larger permanent losses. Up to a point, the less activist the policy rule, the greater will be these losses. It is worth noting that the results obtained here are consistent with those in Isard et al. (1998). Here the authors use a model with a non-linear inflation process similar to that in FPS to examine the implications of uncertainty about the natural rate of unemployment. The uncertainty about the natural rate arises from filter uncertainty associated with an unobserved-component model, and the resulting

### Table 1. Characteristics of Some Efficient Policy Rules Without Instrument Variability Constraints

<table>
<thead>
<tr>
<th></th>
<th>Without Uncertainty</th>
<th>With Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weight on output</td>
<td>Weight on inflation</td>
</tr>
<tr>
<td>IFB Rules</td>
<td>n/a</td>
<td>5</td>
</tr>
<tr>
<td>n/a</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>n/a</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>n/a</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>IFB Rules</td>
<td>n/a</td>
<td>20</td>
</tr>
<tr>
<td>Taylor Rules</td>
<td>10</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>1.0</td>
<td>n/a</td>
</tr>
<tr>
<td>10</td>
<td>1.5</td>
<td>n/a</td>
</tr>
<tr>
<td>10</td>
<td>2.0</td>
<td>n/a</td>
</tr>
<tr>
<td>10</td>
<td>2.5</td>
<td>n/a</td>
</tr>
<tr>
<td>10</td>
<td>3.5</td>
<td>n/a</td>
</tr>
<tr>
<td>10</td>
<td>5.0</td>
<td>n/a</td>
</tr>
<tr>
<td>6</td>
<td>3.5</td>
<td>n/a</td>
</tr>
<tr>
<td>6</td>
<td>5.0</td>
<td>n/a</td>
</tr>
<tr>
<td>6</td>
<td>5.0</td>
<td>n/a</td>
</tr>
<tr>
<td>2.5</td>
<td>7.0</td>
<td>n/a</td>
</tr>
<tr>
<td>IFB + Gap Rules</td>
<td>6</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>1.5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>2.5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>3.5</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>2.5</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>5.0</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>10.0</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>20.0</td>
<td>6</td>
</tr>
</tbody>
</table>

IFB, inflation-forecast-based.
errors exhibit similar cyclical variation and serial correlation to the ones considered here. The authors find that increasing the weight on the deviation of inflation from target in a Taylor rule reduces both inflation and output variability under this uncertainty.

As noted in the previous section, an important consideration is also the variability of nominal interest rates. If the set of rules considered is limited to those with instrument variability consistent with a non-negativity constraint, the efficient frontiers are those traced out in Figure 9. The shaded solid lines trace out the efficient frontiers under uncertainty and instrument constraints and the shaded dashed lined trace out the implications under uncertainty and instrument constraints. Two points are worth noting that can be inferred from Table 2. The first is that the characteristics of rules that lie on the efficient frontier remain virtually unchanged when uncertainty is introduced for Taylor rules and forward-looking inflation rules that include the contemporaneous output gap. Only the characteristics of IFB rules change under uncertainty with instrument constraints. Under these rules, the effect of uncertainty is still to slightly increase the weights on the inflation gap on those rules that achieve the lowest variability in output. However, the weights do not increase as much as they do when there is no constraint on instrument variability. The second point is that Taylor rules and IFB + G rules are the most affected by the instrument constraint. Again their ability to reduce output variability relative to IFB rules becomes less pronounced. This point is illustrated in Figure 10, which shows the impact of instrument constraints on the efficient frontiers under uncertainty about potential output.

V. Summary and Conclusions

We examine the relative performance of three classes of policy rules using stochastic simulations of the Reserve Bank of New Zealand’s macroeconomic model, FPS. The resulting efficient frontiers achievable under these rules illustrate that Taylor rules can achieve lower output variability than IFB rules. However, to achieve the same inflation variability performance as IFB rules, the inflation gap entering a rule including the

![Figure 9. The implications of uncertainty plus instrument constraints (RMSD, root mean squared deviation).](image)
contemporaneous output gap needs to be forward looking (IFB + G rule). Consequently, a policy rule containing features of both Taylor rules and inflation-forecast-based rules can achieve outcomes that are unambiguously better than either of the rules can achieve individually. Although reasonable constraints on instrument variability slightly reduce the output variability performance of rules that respond to the contemporaneous output gap, the qualitative story remains the same.

In response to the criticism that uncertainty will reduce the efficacy of IFB rules, the implications of uncertainty about the evolution of potential output are also examined. A

<table>
<thead>
<tr>
<th></th>
<th>Weight on output</th>
<th>Weight on inflation</th>
<th>Targeting horizon</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>IFB Rules</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFB + Gap</td>
<td>2.5</td>
<td>0.5</td>
<td>10</td>
</tr>
<tr>
<td>IFB + Gap</td>
<td>2.5</td>
<td>1.0</td>
<td>10</td>
</tr>
<tr>
<td>IFB + Gap</td>
<td>2.5</td>
<td>1.5</td>
<td>10</td>
</tr>
<tr>
<td>IFB + Gap</td>
<td>2.5</td>
<td>2.5</td>
<td>10</td>
</tr>
<tr>
<td>IFB + Gap</td>
<td>2.5</td>
<td>7.0</td>
<td>6</td>
</tr>
<tr>
<td>IFB + Gap</td>
<td>1.5</td>
<td>7.0</td>
<td>6</td>
</tr>
<tr>
<td><strong>Taylor Rules</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taylor Rules</td>
<td>2.5</td>
<td>0.5</td>
<td>n/a</td>
</tr>
<tr>
<td>Taylor Rules</td>
<td>2.5</td>
<td>1.0</td>
<td>n/a</td>
</tr>
<tr>
<td>Taylor Rules</td>
<td>2.5</td>
<td>1.5</td>
<td>n/a</td>
</tr>
<tr>
<td>Taylor Rules</td>
<td>2.5</td>
<td>2.0</td>
<td>n/a</td>
</tr>
<tr>
<td>Taylor Rules</td>
<td>2.5</td>
<td>2.5</td>
<td>n/a</td>
</tr>
<tr>
<td>Taylor Rules</td>
<td>2.5</td>
<td>3.5</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of Some Efficient Policy Rules with Instrument Variability Constraints

**IFB**, inflation-forecast-based.

Figure 10. The implications of instrument constraints under uncertainty (RMSD, root mean squared deviation).
proxy for a monetary authority’s typical error process is generated based on filter uncertainty related to the Hodrick–Prescott filter. The resulting error about potential output is correlated with the evolution of the business cycle in each of the 100 draws used for the stochastic experiment and exhibits positive serial correlation. The computed efficient frontiers illustrate that the results under certainty are robust to the type of potential output uncertainty examined. Further, under uncertainty, there are only very minor differences in the characteristics of rules that lie on the efficient frontier. Those differences that do arise suggest that policy should be more activist in the face of this uncertainty. This highlights an important point for policymakers; different dimensions of uncertainty will have different implications for how policy should respond. The standard Brainard (1967) intuition that uncertainty implies caution does not always apply.
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