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Abstract

This paper studies the classification problem of Markov processes of M/G/1 type with a tree structure. It is shown that the classification of positive recurrence, null recurrence, and transience of the Markov processes of interest is determined completely by the Perron–Frobenius eigenvalue of a nonnegative matrix. The results are used to find classification criteria for a number of discrete time or continuous time queueing systems with multiple types of customers. © 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction

For many queueing systems with multiple types of customers, their associated queueing processes can be formulated into Markov processes of matrix M/G/1 type or matrix Gi/M/1 type with a tree structure. Examples of this sort can be found in [6,16,17]. In [16,17], the M/G/1 paradigm and the Gi/M/1 paradigm of Markov processes with a tree structure were studied, respectively. Analytic results were obtained for stationary distributions of states and fundamental periods. But the classification of these Markov processes is still unsolved, i.e., conditions for these Markov processes to be positive recurrent, null recurrent, or transient are yet to be found. As was pointed out in [16,17], the classification problem of these Markov processes is interesting and difficult.

This paper studies the classification problem of the Markov process of M/G/1 type with a tree structure, which is a special case of the Markov process of matrix M/G/1 type with a tree structure introduced in [16]. A simple criterion is found for a complete classification of the Markov process of M/G/1 type with a tree structure. That is: the classification of the Markov process of interest is determined completely by the Perron–Frobenius eigenvalue of a nonnegative matrix. The result is obtained by using the mean-drift...
method or Foster’s criterion \[1,12\] and some results from matrix analytic methods \[13–16\]. Using the results obtained, the classification problem of a number of discrete time or continuous time queueing systems with batch arrivals and multiple types of customers are solved. Generalizations to the Markov process of matrix $M/G/1$ type with a tree structure are reported in \[5\].

The work done by Gajrat et al. \[2\] is closely related to this paper. Gajrat et al. \[2\] studied a Markov process of random strings which is a hybrid model of the $M/G/1$ type and the $G/M/1$ type Markov processes with a tree structure. They obtained necessary and sufficient conditions for the Markov process to be positive recurrent, null recurrent, or transient, in terms of positive solutions of a finite system of polynomial equations. For the birth-and-death case, they obtained the same simple solution as we obtain in this paper. Malsheye \[10,11\] studied random strings as Markov processes with a network structure. General classification criteria were obtained and applications to queueing networks were discussed. Differing from the existing work, this paper exploits the special tree structure associated with the Markov process of $M/G/1$ type and obtains some explicit results.

Results obtained in this paper are used to find conditions to classify some queueing systems with batch arrivals and multiple types of customers in Section 5. Why is it an interesting problem? Is it possible to solve the classification problem of these queueing systems by considering queueing systems with one type of customer? That is: to classify these queueing systems without distinguishing customers of different types. A note after Example 5.2 shows that unless appropriate parameters are chosen such an approach may fail. It also shows how such an appropriate set of parameters can be chosen.

The rest of the paper is organized as follows. In Section 2, a discrete time Markov chain of $M/G/1$ type with a tree structure is defined. In Section 3, a simple criterion for the classification of the Markov chain of interest is obtained. Section 4 develops simpler criteria for some special cases. In Section 5, criteria for the classification of several queueing systems are developed using the results obtained in Section 3. Finally, in Section 6, the continuous time Markov process of $M/G/1$ type with a tree structure is studied.

### 2. Markov chain of $M/G/1$ type with a tree structure

In this section, a discrete time Markov chain of $M/G/1$ type with a tree structure is defined. This Markov chain is a special case of the Markov chain of matrix $M/G/1$ type with a tree structure introduced in \[16\]. Continuous time Markov processes of $M/G/1$ type with a tree structure will be defined and discussed briefly in Section 6.

First, we define a $K$-ary tree. A $K$-ary tree is a tree in which each node has a parent and $K$ children, except the root node of the tree. The root node of the tree is denoted as $0$. Strings of integers between 1 and $K$ are used to represent nodes of the tree. For instance, the $k$th child of the root node has a representation of $k$.

The following two operations related to strings in $K$ nodes do exist.

#### Addition operation

For $J = k_1 \cdots k_n \in K$ and $H = j_1 \cdots j_i \in K$, $J + H = k_1 \cdots k_n j_1 \cdots j_i \in K$.

#### Subtraction operation

For $J = k_1 \cdots k_n \in K$ and $H = k_1 \cdots k_n \in K$, $J - H = k_1 \cdots k_{i-1} \in K$.

Without loss of generality, no boundary node linked to the root node is considered. The results obtained in this paper can be generalized to cases where boundary nodes do exist.

Consider a discrete time Markov chain \{${X_n}$, $n \geq 0$\} for which $X_n$ takes values in $K$. $X_n$ is referred to as the node of the Markov chain at time $n$. To be called a (homogenous) Markov chain of $M/G/1$ type with a tree structure, $X_n$ transits at each step to either the parent node of the current node or a descendnt of the parent node. All possible transitions and their corresponding probabilities are given as follows. Suppose that $J = k_1 \cdots k_{|J|}$ and $X_n = J + k$. Then the one step transition probabilities are given as:

1. $X_{n+1} = J + k + H$ with probability $a(J + k, J + k + H) = a_0(k, H)$ when $H \in K$ and $H > 0$;
2. $X_{n+1} = J + k$ with probability $a(J + k, J + k) = a_1(k)$;
3. $X_{n+1} = J + H$ with probability $a(J + k, J + H) = a_1(k, H)$ when $H = j_1 \cdots j_{|H|} \in K$ and $0 < j_1 \neq k$;
4. \( X_{n+1} = J \) with probability \( a(J+k, J) = a_2(k) \);
5. \( X_{n+1} = H \) with probability \( a(0, H) = a_0(0, H) \) when
   \( X_n = H, \ n \in \mathbb{N} \) and \( H > 0 \); and
6. \( X_{n+1} = 0 \) with probability \( a(0, 0) = a_1(0) \) when
   \( X_n = 0 \).

Note that transition probabilities depend only on the last integer in the string of the current node. Also note the difference between \( a_0(k, H), a_1(k, H), a_1(k), \) and \( a_2(k) \). Transition probability \( a_1(k, H) \) is introduced since in discrete time queueing systems (Examples 5.1–5.3), arrivals and service completions can occur simultaneously. We set \( a_1(k, H) = 0 \) when \( H = j_1 j_2 \cdots j_m \in \mathbb{N} \) and \( j_1 = k \) because the transition from \( J+k \) to \( J+H \) is described by \( a_0(k, k+2j_2 \cdots j_m) \).

Transition probabilities satisfy the total law of probability:

\[
\sum_{J \in \mathbb{N}, J \geq 0} [a_0(k, J) + a_1(k, J)] + a_1(k) + a_2(k) = 1, \quad 1 \leq k \leq K,
\]

\[
\sum_{J \in \mathbb{N}, J \geq 0} a_0(0, J) + a_1(0) = 1. \quad (2.1)
\]

Let \( N(J, k) \) be the number of occurrences of integer \( k \) in string \( J, 1 \leq k \leq K \). It is easy to see that \( |J| = N(J, 1) + \cdots + N(J, K) \). Define

\[
\lambda(k, j) = \sum_{J \in \mathbb{N}, J \geq 0} [a_0(k, J) + a_1(k, J)] N(J, j),
\]

\[
0 \leq k \leq K, \quad 1 \leq j \leq K, \quad (2.2)
\]

\[
\mu(k) = a_2(k) + \sum_{J \in \mathbb{N}, J \geq 0} a_1(k, J), \quad 1 \leq k \leq K.
\]

Let \( A \) be a \( K \times K \) matrix with the \((k,j)\)th element \( \lambda(k, j), 1 \leq k, j \leq K \), and \( M \) a \( K \times K \) matrix with the \((k,k)\)th diagonal element \( \mu(k) \) and all other elements zero. We assume that \( \mu(k) > 0, 1 \leq k \leq K \). Let \( P = M^{-1} A \) and \( \text{sp}(P) \) be the Perron–Frobenius eigenvalue of the nonnegative matrix \( P \) (i.e., the eigenvalue with the largest modulus). We call \( \text{sp}(P) \) the transition intensity.

Matrix \( A \) represents the transition rates that the Markov chain will move from the current node to a descendant of its parent. Matrix \( M \) represents the transition rates that the Markov chain will move from the current node to its parent. Suppose that an integer \( k \) in string \( J \in \mathbb{R} \) represents a type \( k \) customer. Then each element of matrix \( A \) is the average number of customers who arrive in a unit period of time and each element of matrix \( M \) is the average number of customers served in a unit period of time. Matrix \( P \) is the ratio of arrival rates to service rates. Intuitively, the classification of Markov chain \( \{X_n, n \geq 0\} \) is determined by matrix \( P \) in a way similar to the classification of random walks on nonnegative integers [8]. The objective of this paper is to show that this intuition is true and the classification of Markov chain \( \{X_n, n \geq 0\} \) is determined completely by the Perron–Frobenius eigenvalue \( \text{sp}(P) \) of matrix \( P \).

Throughout this paper, it is assumed that Markov chain \( \{X_n, n \geq 0\} \) is irreducible, \( \{\lambda(k, j), 0 \leq k \leq K, 1 \leq j \leq K\} \) are finite, and matrix \( P \) is irreducible. Note that when matrix \( P \) is reducible, the set \( \{1, 2, \ldots, K\} \) can be decomposed into disconnected subsets each with an irreducible subset. Results obtained in this paper apply to these irreducible subsets. These assumptions are not restrictive since they are satisfied in many applications.

### 3. The main theorem

In this section, a complete classification of the Markov chain \( \{X_n, n \geq 0\} \) defined in Section 2 is obtained by using the mean-drift method or Foster’s criterion and matrix analytic methods.

Let \( R_+ \) be the set of nonnegative real numbers and \( R_+^K = R_+ \times \cdots \times R_+ \). For vector \( x = (x_1, \ldots, x_K) \), its norm is defined as \( \|x\| = |x_1| + \cdots + |x_K| \). Note that \( (x) \), represents the \( i \)th element of vector \( x \). Let

\[
\eta \equiv \min_{\{b \in R_+^K, \|b\| = 1\}} \left\{ \max_{1 \leq k \leq K} \left\{ ((A - M)b)_k \right\} \right\}. \quad (3.1)
\]

**Note.** The set of vector \( b \) in Eq. (3.1) can be chosen differently. For instance, set \( \{b \in R_+^K, c_1 \leq \|b\| \leq c_2\} \) with \( 0 < c_1 \leq c_2 < \infty \) can be used for the same purpose. Also the norm of vector \( x \) can be defined differently. For instance, \( \|x\| = (x_1^2 + \cdots + x_K^2)^{0.5} \) can be used.

We shall prove that the transition intensity \( \text{sp}(P) \), or equivalently \( \eta \), gives a complete classification of the Markov chain defined in Section 2. The following lemma shows a relationship between \( \eta \) and \( \text{sp}(P) \).
Lemma 3.1. For the Markov chain \( \{ X_n, n \geq 0 \} \) defined in Section 2, a relationship between \( \eta \) and \( \text{sp}(P) \) is

(a) \( \text{sp}(P) < 1 \) if and only if \( \eta < 0 \);
(b) \( \text{sp}(P) = 1 \) if and only if \( \eta = 0 \);
(c) \( \text{sp}(P) > 1 \) if and only if \( \eta > 0 \).

Proof. Denote by \( u \) a right eigenvector of \( P \) associated with the Perron–Frobenius eigenvalue \( \text{sp}(P) \), i.e., \( Pu = \text{sp}(P)u \) and \( u \neq 0 \). Since \( P \) is nonnegative and irreducible, every element of vector \( u \) is positive [3]. By the definition of matrix \( P \), it has \( Au = \text{sp}(P)Mu \). This leads to \( (A - M)u = (\text{sp}(P) - 1)Mu \). Note that every element of vector \( Mu \) is positive.

Suppose that \( \text{sp}(P) < 1 \). Then \( (\text{sp}(P) - 1)Mu < 0 \). Then

\[
\eta \leq \max_{1 \leq k \leq K} \left\{ ((A - M)u)_k \right\} = \max_{1 \leq k \leq K} \left\{ (\text{sp}(P) - 1)Mu)_k \right\} < 0.
\]

Suppose that \( \eta < 0 \). Then there exists a vector \( b^* = (b_{k1}^*, \ldots, b_{kK}^*)^T \) with \( b_{kj}^* \geq 0 \) and \( \| b^* \| = 1 \) such that \( (A - M)b^* \leq \eta e \), where “\( ^T \)” represents the transpose of matrix \( e \) is the vector with all elements one, which implies \( Ab^* < Mb^* \) and \( Pb^* < b^* \). Let \( y \) be the positive left eigenvector corresponding to \( \text{sp}(P) \). Then we have \( yPb^* = (\text{sp}(P))yb^* < yb^* \). Since \( y \) is positive and \( b^* \) is nonnegative and nonzero, we must have \( sp(P) < 1 \). This proves Part (a).

Next, we prove Part (c). Suppose that \( \text{sp}(P) > 1 \). If \( \eta \leq 0 \), there exists a nonzero nonnegative vector \( b \) such that \( (A - M)b \leq 0 \), which implies that \( Pb \leq b \). Let \( y \) be the positive left eigenvector corresponding to \( \text{sp}(P) \). Then \( yPb \leq yb \) implies that \( \text{sp}(P) \leq 1 \), which is a contradiction. Therefore, \( \eta > 0 \). Suppose that \( \eta > 0 \), but \( \text{sp}(P) \leq 1 \). Then \( (A - M)u \leq 0 \), which implies that \( \eta \leq 0 \). This is a contradiction. Therefore, \( \text{sp}(P) > 1 \). This proves (c).

Part (b) is obtained from (a) and (c). This completes the proof. \( \square \)

Now, we are ready to state and prove the main theorem of this paper.

Theorem 3.2. For the Markov chain of \( M/G/1 \) type with a tree structure — \( \{ X_n, n \geq 0 \} \) — defined in Section 2, it is

1. positive recurrent if and only if \( \text{sp}(P) < 1 \) or equivalently \( \eta < 0 \);
2. null recurrent if and only if \( \text{sp}(P) = 1 \) or equivalently \( \eta = 0 \);
3. transient if and only if \( \text{sp}(P) > 1 \) or equivalently \( \eta > 0 \).

Proof. The following proof consists of two parts. First, we prove that \( \eta < 0 \) is a necessary and sufficient condition for positive recurrence of the Markov chain of interest, i.e., Part (1). Then we prove Part (3). As a result of Parts (1) and (3), Part (2) is obtained.

We begin with Part (1). To prove that \( \eta < 0 \) is sufficient for positive recurrence of the Markov chain of interest, the mean-drift method is applied. The idea of the mean-drift method is to find a Lyapunov function (or test function) \( f(J) \) defined on \( \mathbb{R} \) such that \( f(J) \rightarrow \infty \) when \( |J| \rightarrow \infty \) and

\[
E[f(X_{n+1}) - f(X_n) | X_n = J] = \sum_{H \in \mathbb{R}} a(J, H)f(H) - f(J) < -\varepsilon \quad \text{(3.2)}
\]

holds for all but a finite number of states in \( \mathbb{N} \) for some positive \( \varepsilon \). If so, the Markov chain is positive recurrent [12]. Suppose that \( \eta < 0 \). Then there exists a vector \( b^* = (b_{1}^*, \ldots, b_{K}^*)^T \) with \( b_{k}^* \geq 0 \) and \( \| b^* \| = 1 \) such that \( (A - M)b^* \leq \eta e \). When real number \( \delta \) is small enough, we have \( (A - M)(b^* + \delta e) \leq \eta e + \delta(A - M)e < \eta e/2 \). Choose \( b = (b_1, \ldots, b_K) = b^* + \delta e \) with a small and positive \( \delta \). Then every element of vector \( b \) is positive and every element of vector \( (A - M)b \) is less than \( \eta/2 \). Choose \( \varepsilon = \eta/2 \). Then \( (A - M)b \leq -\varepsilon e \) holds. Based on the tree structure of the Markov chain of interest, the following Lyapunov function is introduced. For \( J \in \mathbb{N} \), define

\[
f(J) = \sum_{k=1}^{K} N(J, k)b_k. \quad \text{(3.3)}
\]

Since every element of vector \( b \) is positive, \( f(J) \rightarrow \infty \) when \( |J| \rightarrow \infty \). It is clear that function \( f(J) \) is additive, i.e., \( f(J + H) = f(J) + f(H) \) for \( J, H \in \mathbb{N} \). Applying the above Lyapunov function, the left-hand side of inequality (3.2) becomes, for \( J = k_1 \cdots k_n \) and \( k > 0 \),

\[
\sum_{H \in \mathbb{N}, H > 0} [a_0(k, H)f(J + k + H) + a_1(k, H)f(J + H)]
\]
\[ v(J) = 1 + \sum_{H \in \mathbb{N}} a(J, H) v(H). \]  

(3.5)

The above equality leads to \( 0 = 1 + \sum_{H} a(J, H) [v(H) v(J)] \) by using the law of total probability. Because of the tree structure and the transition pattern of the Markov chain, function \( v(J) \) is an additive function, i.e., \( v(J + H) = v(J) + v(H) \), which implies that \( v(J) = \sum_{k=1}^{K} N(J, k) v(k) \). This leads to, for \( J = k_1 \cdots k_n \) and \( k > 0 \),

\[ -1 = \sum_{J \in \mathbb{N}, H > 0} \{ a_0(k, H) [v(J + k + H) - v(J + k)] + a_1(k, H) [v(J + H) - v(J + k)] + a_2(k) [v(J) - v(J + k)] \}

\[ = \sum_{J \in \mathbb{N}, H > 0} \{ a_0(k, H) f(H) + a_1(k, H) f(H) - f(k) \} - a_2(k) f(k) \]

\[ = \sum_{J \in \mathbb{N}, H > 0} [a_0(k, H) f(H) + a_1(k, H) f(H)] - \left[ a_2(k) f(k) + \sum_{H \in \mathbb{N}, H > 0} a_1(k, H) f(k) \right] \]

\[ = \sum_{J \in \mathbb{N}, H > 0} [a_0(k, H) + a_1(k, H)] \]

\[ \times \left( \sum_{j=1}^{K} N(H, j) b_j \right) - \mu(k) b_k \]

\[ = \sum_{j=1}^{K} \lambda(k, j) b_j - \mu(k) b_k \]

\[ = ((A - M) b)_k < - \varepsilon. \]  

(3.4)

In the above evaluation, equalities in Eqs. (2.1) and (2.2) are used. Thus, inequality (3.2) holds for all \( J \in \mathbb{N} \) but \( J = 0 \). By assumptions made in Section 2, \( \{ \lambda(0, j), 1 \leq j \leq K \} \) are finite, which implies that the left-hand side of inequality (3.2) is finite when \( J = 0 \). Therefore, the Markov chain is positive recurrent.

To prove the necessity of \( \eta < 0 \) for positive recurrence, denote by \( v(J) \) the mean first passage time from node \( J \) to root node \( 0 \) (\( v(0) = 0 \)). According to Foster’s criterion, when the Markov chain is positive recurrent, \( \{ v(J), J \in \mathbb{N} \} \) are finite and satisfy

\[ v(J) = 1 + \sum_{H \in \mathbb{N}} a(J, H) v(H). \]  

(3.5)

Let \( \mathbf{r} = (v(1), \ldots, v(K))^T \). Eq. (3.6) leads to \( (A - M) \mathbf{r} = \mathbf{e} \). Since \( v(k) \geq 1, 1 \leq k \leq K, \) i.e., \( \mathbf{r} \neq \mathbf{0} \), we obtain \( \eta < 0 \). This completes the proof of Part (1).

We now prove Part (3), i.e., the Markov chain is transient if and only if \( \eta > 0 \). The idea is to look at the probability that the Markov chain will reach the root node from any other node eventually. When the Markov chain is transient, the probability should be less than one. Define sequences \( \{ G(J)[n], n \geq 0 \} \) for all \( J \in \mathbb{N} \) as follows. Let \( G(0)[0] = 1 \), for \( n \geq 0 \). Let \( G(J)[0] = 0 \) for \( J \in \mathbb{N} \) and \( J > 0 \), and

\[ G(J)[n + 1] = \sum_{H \in \mathbb{N}} a(J, H) G(H)[n]. \]  

(3.7)

It is easy to see that \( \{ G(J)[n], n \geq 0 \} \) is a uniformly bounded and nondecreasing sequence for each \( J \in \mathbb{N} \). In addition, \( G(J)[n] \) is the probability that the Markov chain reaches the root node within \( n \) transitions, given that the Markov chain is in node \( J \) initially. Note that the root node has become an absorption node. Denote by \( G(J) \) the limit of \( \{ G(J)[n], n \geq 0 \} \) for \( J \in \mathbb{N} \). It has been proven in [16] that \( G(J) \) is the conditional probability that the Markov chain will eventually reach the root node, given that the Markov chain is initially in node \( J \), for each \( J \in \mathbb{N} \).

When the Markov chain is transient, since matrix \( P \) is irreducible, \( G(J) < 1 \) for all \( J \in \mathbb{N} \) and \( J > 0 \). Denote by \( g(k) = 1 - G(k) \) \( (> 0), 1 \leq k \leq K \), and \( g(0) = 0 \). Because of the special tree structure, it is easy to see that \( G(J) = G(j_{j_1}) \cdots G(j_{j_{|J|}}) \) for \( J = j_1 \cdots j_{|J|} \in \mathbb{N} \), which leads to \( G(J) = (1 - g(j_{j_1})) \cdots (1 - g(j_{|J|})) \geq 1 - [g(j_{j_1}) + \cdots + g(j_{|J|})] \).
Use the inequality to obtain
\[ 1 - g(k) = G(k) = \sum_{J \in \mathbb{R}} a(k, J)G(J) \]
\[ \geq \sum_{J \in \mathbb{R}} a(k, J)[1 - (g(j_1) + \cdots + g(j_{|J|}))] \]
\[ \Rightarrow 0 \leq \sum_{j=1}^{K} \hat{\pi}(j, k)g(j) - \mu(k)g(k) \]
\[ = ((M - A)g)_{k}, \quad (3.8) \]
where \( g = (g(1), \ldots, g(K))^{T}. \) If \((M - A)g = 0,\) then it can be shown that the Markov chain is recurrent by using the mean-drift method and the Lyapunov function defined in Eq. (3.3) with the positive vector \( g. \) However, the Markov chain is transient. Therefore, we must have \((M - A)g \neq 0,\) which implies \( sp(P) > 1 \) and \( \eta > 0. \)

Now suppose that \( \eta > 0. \) We shall show that at least one sequence \( \{G(J)[n], n \geq 0\}, \) for \( J \in \mathbb{R}, \) does not converge to one. First, let \( p(k)[n] \) be the probability that the Markov chain reaches node \( J \) for the first time at the \( nth \) transition, given that the Markov chain is in node \( J + k \) initially. Then for \( J = j_1 \cdots j_{|J|}, \)
\[ G(J)[n] = \sum_{i=1}^{n-1} p(j_{|J|})[i]G(J - j_{|J|})[n - i] \]
\[ \leq \left( \sum_{i=1}^{n-1} p(j_{|J|})[i] \right) G(J - j_{|J|})[n - 1] \]
\[ \leq G(j_{|J|})[n]G(J - j_{|J|})[n] \leq \cdots \]
\[ \leq \prod_{i=|J|}^{n} G(j_{i})[n]. \quad (3.9) \]

In the above equation, the fact that \( \{G(J)[n], n \geq 0\} \) is nondecreasing with respect to \( n \) is used. Let \( g(k)[n] = 1 - G(k)[n], 1 \leq k \leq K. \) Since \( G(k)[0] = 0, 1 \leq k \leq K, \) it can be proved by induction that \( g(k)[n] < 1, \) which implies \( \{g(k)[n], n \geq 0\}, \) for at least one \( k \) \( (1 \leq k \leq K). \) Then for at least one \( k, \) Eq. (3.7) becomes
\[ G(k)[n + 1] = \sum_{J \in \mathbb{N}} a(k, J)G(J)[n] \]
\[ \leq \sum_{J \in \mathbb{R}} a(k, J) \prod_{i=|J|}^{n} G(j_{i})[n] \]
\[ = \sum_{J \in \mathbb{N}} a(k, J) \prod_{i=|J|}^{n} (1 - g(j_{i})[n]) \]
\[ = 1 - \sum_{J \in \mathbb{N}} a(k, J) \left( \prod_{i=|J|}^{n} g(j_{i})[n] \right) \]
\[ + O\left( \left( \max_{1 \leq k \leq K} \{g(k)[n]\} \right)^{2} \right) \]
\[ = 1 - g(k)[n] \]
\[ - \left[ \sum_{j=1}^{K} \hat{\pi}(j, k)g(j)[n] - \mu(k)g(k)[n] \right] \]
\[ + O\left( \left( \max_{1 \leq k \leq K} \{g(k)[n]\} \right)^{2} \right) \]
\[ < G(k)[n] - 0.5\eta \| g[n] \| + O(K \| g[n] \|^{2}). \quad (3.10) \]

where \( g[n] = (g(1)[n], \ldots, g(K)[n])^{T} \in \mathbb{R}^{K} \) and \( g[n] \neq 0. \) Since \( \eta > 0, \) there is at least one element of vector \((M - A)g[n]\) that is positive. The last inequality in equality (3.10) holds for at least one \( k. \)

Suppose that all sequences \( \{G(J)[n], n \geq 0\}, \) for \( J \in \mathbb{R}, \) converge to one. Then \( \{g(k)[n], n \geq 0\} \) converges to zero uniformly for \( 1 \leq k \leq K. \) When \( n \) is large enough or equivalently \( \{g(k)[n]\}, 1 \leq k \leq K \) are small enough, inequality (3.10) implies that, for at least one \( k, \) \( g(k)[n + 1] < G(k)[n], \) which contradicts the fact that the sequence \( \{g(k)[n]\} \) is nondecreasing. Therefore, at least one \( G(k) \) is less than one, i.e., the Markov chain is transient. This completes the proof of Part (c).

Part (b) holds since Parts (a) and (c) are true. This completes the proof of the theorem. \( \square \)

Note. When the one-step transition of the Markov chain of interest is constrained to the parent of the current node or children and grandchildren of the parent node (the birth-and-death case), Theorem 3.2 has been proved in [2]. The method used in Theorem 3.2 to prove that \( sp(P) < 1 \) is a necessary and sufficient condition for positive recurrent of Markov chain \( \{X_{n}, n \geq 0\} \) is similar to that of Theorem 2.1 in [2]. But the method used in Theorem 3.2 to prove that \( sp(P) > 1 \) is a necessary and sufficient condition for
transience of Markov chain \( \{X_n, n \geq 0\} \) is different from the one used in [2]. In fact, the method used in [2] to prove the necessary and sufficient condition for transience requires that \( a(J, H) = 0 \) if \( |H| - |J| > d \) for some integer \( d \). Thus, that method cannot be used directly in the M/G/1 case. Besides, the condition \( a(J, H) = 0 \) if \( |H| - |J| > d \) for some integer \( d \) is restrictive when we study Markov processes associated with queueing systems of M/G/1 type.

Theorem 3.2 shows that the classification of the Markov chain of interest is completely determined by transition intensity \( sp(P) \) or the value of \( \eta \). Therefore, to find whether the Markov chain is positive recurrent, null recurrent, or transient, we only need to find the eigenvalue \( sp(P) \) or the solution of Eq. (3.1) \( \eta \).

There are many existing methods to find the Perron–Frobenius eigenvalue of a nonnegative matrix, for instance, Elsner’s algorithm (Chapter 1 of Neuts [14]).

The computation of \( \eta \) can be done by transforming Eq. (3.1) into the following linear programming problem:

\[
\eta = \min \{ x \} \quad \text{s.t.} \quad (A - M)x \leq xe,
\]

\( be = 1, \ b \in \mathbb{R}^K_+; \ -\infty < x < \infty. \) \hfill (3.11)

The solution of the above linear programming problem provides information for a complete classification of the Markov chain defined in Section 2. Similar results have been obtained in the theory of queuing networks. For instance, Kumar and Meyn [9] have proved that the solution of a linear programming problem provides information for the stability of reentry network queueing systems.

For Markov chains on a tree structure, the simple rule used to determine whether or not a simple random walk on nonnegative integers is positive recurrent is no longer useful. The reason is that there are several dimensions and the transition rates on one direction may fail to predict positive recurrence of the Markov chain. Surprisingly, Lemma 3.1 and Theorem 3.2 show that the classification of the Markov chain of interest is determined completely by the projections of arrival rates \( A \) and service rates \( M \) on a special direction in \( \mathbb{R}^K_+ \). This special direction is the eigenvector \( b \) corresponding to the Perron–Frobenius eigenvalue of nonnegative matrix \( P \). The Markov chain is positive recurrent if and only if the projection of the arrival rates \( A \) of every type of customer on direction \( b - (M b)_k \) is smaller than the projection of service rates \( M \) of that type of customer — \( (M b)_k \). Similar interpretations go to the null recurrent and transient cases. In addition, Eq. (3.1) shows that when the Markov chain is transient, for any direction in \( \mathbb{R}^K_+ \), there exists at least one type of customer whose projection of arrival rates on that direction is larger than that of their service rates.

For queueing applications, we introduce the following decomposition technique. We decompose probabilities \( a_0(k, H) \) and \( a_1(k) \) into

\[
a_0(k, H) = a_0(k, H) + a_1(k, k + H),
\]

\( H \in \mathbb{N}, \ H > 0, \) \hfill (3.12)

\[
a_1(k) = \hat{a}_1(k) + \hat{a}_1(k, k).
\]

Note that there is no restriction on this decomposition except that all the numbers must be nonnegative. An interpretation of such a decomposition is that the event \{transition from \( J + k \) to \( J + k + H \}\} can be decomposed into two disjoint events with probabilities \( \hat{a}_0(k, H) \) and \( \hat{a}_1(k, k + H) \), respectively. Let \( \hat{a}_0(k, H) = \hat{a}_0(k) \) and \( \hat{a}_1(k, H) = \hat{a}_1(k, H) \) when \( H = j_1 \cdots j_{|H|} \in \mathbb{N} \) and \( 0 < j_1 \neq k \). Transition probabilities \{\( \hat{a}_0(k, H), \hat{a}_1(k, H), \hat{a}_1(k), \hat{a}_2(k) \), \( H \in \mathbb{N}, \ H > 0 \} \) define the same Markov chain in understanding that the transition probabilities from \( J + k \) to \( J + k + H \) \( \in \mathbb{N} \) are given by Eq. (3.12). Define

\[
\hat{\lambda}(k, j) = \sum_{J \in \mathbb{N}, J > 0} [\hat{a}_0(k, J) + \hat{a}_1(k, J)]N(J, j),
\]

\( 1 \leq k \leq K, 1 \leq j \leq K, \) \hfill (3.13)

\[
\hat{\mu}(k) = \hat{\lambda}_2(k) + \sum_{J \in \mathbb{N}, J > 0} \hat{a}_1(k, J), 1 \leq k \leq K.
\]

Let \( \hat{A} \) be a \( K \times K \) matrix with the \( (k, j) \)th element \( \hat{\lambda}(k, j) \), \( 1 \leq k, j \leq K \), \( \hat{\mu}(k) \) a \( K \times K \) matrix with the \( (k, k) \)th diagonal element \( \hat{\mu}(k) \) and all other elements zero, \( \hat{P} = \hat{M}^{-1} \hat{A} \). Then the following relationships hold:

\[
\hat{\lambda}(k, j) = \hat{\lambda}(k, j) \quad \text{for} \ k \neq j;
\]

\[
\hat{\lambda}(k, k) = \hat{\lambda}(k, k) + \sum_{J \in \mathbb{N}} \hat{a}_1(k, k + J),
\]

\[
\hat{\mu}(k) = \mu(k) + \sum_{J \in \mathbb{N}} \hat{a}_1(k, k + J), \quad \text{(3.14)}
\]
\[ \lambda = A + \Delta; \quad \tilde{M} = M + \Delta, \text{ where} \]
\[ \lambda = \begin{bmatrix} \sum_{J \in \mathbb{R}} \lambda_{1}(1,1+J) \\ \vdots \\ \sum_{J \in \mathbb{R}} \lambda_{K}(K,K+J) \end{bmatrix}. \]

Define \( \tilde{\eta} \) by Eq. (3.1) with matrices \( \tilde{M} \) and \( \tilde{\lambda} \). Since \( \tilde{M} - \tilde{\lambda} = \tilde{M} - \lambda = A + M - A \), we obtain \( \tilde{\eta} = \eta \) (of \( M \) and \( A \)). It is easy to prove that \( \text{sp}(P) \leq \text{sp}(\tilde{P}) < 1 \) when \( \text{sp}(P) < 1 \); \( \text{sp}(P) = \text{sp}(\tilde{P}) = 1 \) when \( \text{sp}(P) = 1 \); and \( \text{sp}(P) \geq \text{sp}(\tilde{P}) > 1 \) when \( \text{sp}(P) > 1 \). Thus, we have proved the following result.

**Theorem 3.3.** For \( \tilde{\eta} \) and \( \text{sp}(\tilde{P}) \) associated with matrices \( \tilde{M} \) and \( \tilde{\lambda} \), conclusions in Lemma 3.1 and Theorem 3.2 hold.

By Theorem 3.3, instead of looking for \( \eta \) or \( \text{sp}(P) \), we can try to find \( \tilde{\eta} \) or \( \text{sp}(\tilde{P}) \) to determine whether the Markov chain of interest is positive recurrent, null recurrent, or transient. This technique proves useful in solving the classification problem of some queueing systems where a way of decomposition arises naturally (Examples 5.1–5.4). For these cases, \( \{\tilde{\lambda}(k,j)\}(\tilde{\mu}(k)) \), not \( \{\lambda(k,j)\}(\mu(k)) \), truly represents the arrival (service) rates of customers; \( \text{sp}(\tilde{P}), \text{sp}(P) \), is equal to the traffic intensity. To avoid heavy notation, we shall only use notation without "\( \tilde{\} \)" when the definition of the Markov chain is clear.

4. Some interesting cases

In this section, we use some examples to show when the classification of Markov chain \( \{X_{n}, n \geq 0\} \) can be easier. Basically, we want to know when \( \text{sp}(P) \) is less than, equal to, or larger than one without calculating the Perron–Frobenius eigenvalue of \( P \) or solving linear programming problem (3.11). Let

\[ \rho(k) = \sum_{j=1}^{K} \frac{\lambda(k,j)}{\mu(j)}, \quad 1 \leq k \leq K. \quad (4.1) \]

Intuitively, \( \{\rho(k), 1 \leq k \leq K\} \) have much to do with the positive recurrence of Markov chain \( \{X_{n}, n \geq 0\} \). In fact, the following conclusion holds.

**Corollary 4.1.** The Markov chain defined in Section 2 is positive recurrent if \( \rho(k) < 1, 1 \leq k \leq K \).

**Proof.** By Theorem 3.2, we only have to prove that there exists a positive vector \( b \) such that \((\tilde{A} - \tilde{M})b < 0 \). Let \( b_{j} = 1/\mu(j), 1 \leq j \leq K \). It is easy to show that \( \max_{1 \leq k \leq K} \{(\tilde{A} - \tilde{M})b_{k}\} = \max_{1 \leq k \leq K} \{\rho(k) - 1\} < 0 \). Therefore, \( \eta < 0 \). Notice that vector \( b \) should be normalized to have \( \|b\| = 1 \), but it is not essential. Thus, the Markov chain is positive recurrent. This completes the proof. \( \square \)

Corollary 4.1 shows that \( \text{sp}(P) \leq \max_{1 \leq k \leq K} \{\rho(k)\} \). But condition \( \rho(k) < 1, 1 \leq k \leq K \), is unnecessary for positive recurrence of the Markov chain. The vector \( b \) introduced in the proof of Corollary 4.1 is a special direction, which may or may not be the eigenvector corresponding to the Perron–Frobenius eigenvalue of matrix \( P \). Failure of \((\tilde{A} - \tilde{M})b < 0 \) in this particular direction does not imply that the Markov chain is not positive recurrent. Here is an example.

**Example 4.1.** Consider a Markov chain of \( M/G/1 \) type with a tree structure and \( K = 2 \). Transition probabilities (only nonzero ones) of this Markov chain are given as

\[ a_{0}(1,1) = 0.1, \quad a_{0}(1,2) = 0.2, \]
\[ a_{0}(2,1) = 0.1, \quad a_{0}(2,2) = 0.1, \]
\[ a_{1}(2) = 0.3, \quad a_{1}(1,2) = 0.3, \]
\[ a_{2}(1) = 0.4, \quad a_{2}(2) = 0.5. \]

By definition, \( \lambda(1,1) = 0.1, \lambda(1,2) = 0.2 + 0.3 = 0.5, \lambda(2,1) = 0.1, \lambda(2,2) = 0.1, \mu(1) = 0.7, \) and \( \mu(2) = 0.5 \). Then \( \rho(1) = 0.1/0.7 + 0.5/0.5 > 1 \) and \( \rho(2) = 0.1/0.7 + 0.1/0.5 < 1 \). On the other hand, for \( b = (1,1)^{T}, \max_{1 \leq k \leq 2} \{(\tilde{A} - \tilde{M})b_{k}\} = -0.1 \). Thus, this Markov chain is positive recurrent.

In Example 4.1, the Markov chain can go from node \( J = 1 \) to node \( J = 2 \) in one transition. This type of jump, from one branch of a tree to another without passing their parent node, makes the Markov chain more complicated. One would think that this is the reason why \( \max_{1 \leq k \leq K} \{\rho(k)\} < 1 \) is not necessary for positive recurrence. The following example shows that \( \max_{1 \leq k \leq K} \{\rho(k)\} < 1 \) is not necessary for positive recurrence when such transitions do not exist.
Example 4.2. Consider a Markov chain of M/G/1 type with a tree structure and \( K = 2 \). Transition probabilities of this Markov chain are given as

\[
\begin{align*}
a_0(1,1) &= 0.1, & a_0(1,2) &= 0.1, \\
a_0(2,1) &= 0.3, & a_0(2,2) &= 0.3, \\
a_2(1) &= 0.8, & a_2(2) &= 0.4.
\end{align*}
\]

Then \( \lambda(1,1) = 0.1, \lambda(1,2) = 0.1, \lambda(2,1) = 0.3, \lambda(2,2) = 0.3, \mu(1) = 0.8, \) and \( \mu(2) = 0.4 \). For this example, \( \rho(1) = 0.1 / 0.8 + 0.1 / 0.4 < 1 \) and \( \rho(2) = 0.3 / 0.8 + 0.3 / 0.4 = 9 / 8 > 1 \). On the other hand, for \( b = (1, 3, 1)^T, \max_{1 \leq k \leq 2} ((A - M)b)_k = -0.1 \). Thus, the Markov chain is positive recurrent.

The following example is presented to show that, sometimes, \( sp(P) \) can be found without solving any equation.

Corollary 4.2. For the Markov chain defined in Section 2, assume that \( \lambda(k, j) = \lambda(j), 1 \leq k, j \leq K \). That is, the arrival rates are independent of the current node. Then \( sp(P) = \rho(1) = \cdots = \rho(K) \) and the classification of the Markov chain is determined by \( \rho(1) \).

Proof. In this case, it is clear that \( \rho(1) = \cdots = \rho(K) \). By Theorem 3.2, we only have to prove that \( \rho(1) \) is the Perron–Frobenius eigenvalue of matrix \( P \). Let \( b_k = 1 / \mu(k), 1 \leq k \leq K \). It is easy to see that \( (A - M)b = \rho(1)e - Mb \). Therefore, \( sp(P) = \rho(1) \). This completes the proof. \( \square \)

Finally in this section, we look at the measure \( \rho^* = \lambda(1,1)/\mu(1) + \cdots + \lambda(K,K)/\mu(K) \). This is usually the traffic intensity in queueing theory when multiple types of customers are present. In general, it is clear that \( \rho^* \) is not enough to classify the Markov chain, but it is enough for some special cases. As in the special case defined in Corollary 4.2, \( sp(P) = \rho^* \).

Another special case of interest is when all the service rates are the same, i.e., \( \mu(1) = \cdots = \mu(K) \). Then \( \rho^* = [\lambda(1,1) + \cdots + \lambda(K,K)]/\mu(1) \). One question is whether or not \( sp(P) = \rho^* \). This is not true in general. Here is a counterexample.

Example 4.3. Consider a Markov chain of M/G/1 type with a tree structure and \( K = 2 \). Transition probabilities of this Markov chain are given as

\[
\begin{align*}
a_0(1,1) &= 0.3, & a_0(1,2) &= 0.1, \\
a_0(2,1) &= 0.1, & a_0(2,2) &= 0.3, \\
a_2(1) &= 0.6, & a_2(2) &= 0.6.
\end{align*}
\]

Then \( \lambda(1,1) = 0.3, \lambda(1,2) = 0.1, \lambda(2,1) = 0.1, \lambda(2,2) = 0.3, \mu(1) = \mu(2) = 0.6 \). In this example, \( \rho^* = 0.3 / 0.6 + 0.3 / 0.6 = 1 \). On the other hand, for \( b = (1, 1, 1)^T, \max_{1 \leq k \leq 2} ((A - M)b)_k = -0.2 \), which implies \( sp(P) < 1 \). Thus, the Markov chain is positive recurrent.

5. Queueing examples

In this section, the classification problem of a number of queueing systems is studied by using the results obtained in Sections 3 and 4. The key is to find the Perron–Frobenius eigenvalue of matrix \( P \) for the queueing systems. We begin with a simple discrete time queueing model.

Example 5.1. (The GEO[K]/GEO[K]/1/LCFS preemptive resume queue). Consider a discrete time single-server queueing system with a marked geometric arrival process (the discrete time counterpart of the marked Poisson process He and Neuts [7] and Neuts [13]) and geometric service times. All customers are served on a last-come-first-served (LCFS) preemptive resume basis. When a customer arrives (at the end of a period), if the current service is not completed, it pushes the current customer in the server out and starts its own service. When a customer in queue reenters the server, its service time resumes at the point it was pushed out.

Let \( p_k \) be the probability that a customer of type \( k \) arrives by the end of a period, \( 1 \leq k \leq K \), and \( p_0 \) is the probability there is no customer arriving in a period. Then \( \{p_0, p_1, \ldots, p_K\} \) describes the arrival process with \( 1 = p_0 + p_1 + \cdots + p_K \). If a type \( k \) customer is in service at the beginning of a period, its service will be completed by the end of the period with probability \( q_k \). Thus, the service times have geometric distributions and \( \{q_1, \ldots, q_K\} \) describes the service processes.

Let \( X_n \) be the queue string at the beginning of period \( n \), including the customer in service. Clearly \( \{X_n, n \geq 0\} \) is a Markov chain of M/G/1 type with a tree structure. The transition probabilities of this
Markov chain are given as (after the decomposition defined by Eq. (3.12)): \( a_0(k,J) = (1-q_k) p_0 \), \( a_1(k,J) = q_k p_0 \), \( a_i(k,J) = (1-q_k) p_i \), and \( a_2(k) = q_k p_0 \). Then the arrival rates and service rates are given as \( \lambda(k,J) = p_j \) and \( \mu(k) = q_k \). It is easy to see that \( sp(\hat{F}) = \rho = p_1(q_1 + \cdots + p_K/q_K) \). Therefore, Markov chain \( \{X_n, n \geq 0\} \) of the queuing system is positive recurrent if \( \rho < 1 \), null recurrent if \( \rho = 1 \), or transient if \( \rho > 1 \).

**Note.** It is easy to see that \( \rho = p_1/q_1 + \cdots + p_K/q_K \) provides information for a complete classification of the GEO[K]/GEO[K]/1 queue with a FCFS, LCFS non-preemptive, LCFS preemptive resume, or LCFS preemptive repeat service discipline.

**Example 5.2** (The BGEO[K]/G[K]/1/LCFS non-preemptive queue). Consider a discrete time single-server queueing system with a marked batch geometric arrival process and general service times. All customers are served on a LCFS nonpreemptive basis. That is: the service of any customer will not be interrupted until it is completed.

Let \( p_J \) be the probability that a batch of type \( J \) arrives by the end of a period for \( J \in \mathbb{N} \) and \( J > 0 \), and \( p_0 \) the probability that there is no customer arriving in a period. Customers join the queue according to their order in the batch. Then \( \{p_J, J \in \mathbb{N}\} \) describes the arrival process. The distribution of service time \( S(k) \) of a type \( k \) customer is given by \( \{q_k(n), n \geq 1\} \), i.e., \( P[S(k) = n] = q_k(n) \). The mean number \( EJ(k) \) of type \( k \) customers who arrive during a unit period of time and the mean service time \( ES(k) \) of a type \( k \) customer are given as

\[
EJ(k) = \sum_{H \in \mathbb{N}, H > 0} p_J N(H,k) \quad \text{and} \quad ES(k) = \sum_{n=1}^{\infty} n q_k(n). \quad (5.1)
\]

We observe the queueing system at customer departure epochs and the epochs when arriving customers find an empty queue. Let \( X_n \) be the queue string right after the \( nth \) departure or empty queue epoch. \( \{X_n, n \geq 0\} \) is an embedded Markov chain of M/G/1 type with a tree structure. Let \( N(k) \) be the number of batches that arrived during the service period of a type \( k \) customer. Let \( \zeta(k) \) be the string consisting of all customers who arrived during the service period of a type \( k \) customer, i.e., \( \zeta(k) = J_1 + \cdots + J_{N(k)} \), where \( J_i \) is the string of customers who arrived in the \( ith \) period. The distribution of \( \zeta(k) \) is given as, for \( H \in \mathbb{N} \),

\[
P\{\zeta(k) = H\} = \sum_{n=1}^{\infty} q_k(n) \left( \sum_{\{J_1, \ldots, J_H : J_1 + \cdots + J_H = H\}} p_{J_1} \cdots p_{J_H} \right).
\]

(5.2)

The transition of Markov chain \( \{X_n\} \) is given by \( X_{n+1} = (J + k - \zeta(k)) = J + \zeta(k) \), given that \( X_n = J + k \), and \( X_{n+1} \) is an arbitrary batch when \( X_n = 0 \). By definition, it is clear that \( \mu(k) = 1 \) and the arrival rates are obtained as (after the decompositions defined by Eq. (3.12))

\[
\lambda(k,J) = \sum_{n=1}^{\infty} n \left( \sum_{H : N(H,J) = n} P\{\zeta(k) = H\} \right)
\]

\[
= \sum_{n=1}^{\infty} n \left( \sum_{H : N(H,J) = n} q_k(t) \right) \times \left( \sum_{\{J_1, \ldots, J_H : J_1 + \cdots + J_H = H\}} p_{J_1} \cdots p_{J_H} \right)
\]

\[
= \sum_{t=1}^{\infty} q_k(t) \left( \sum_{n=1}^{\infty} \sum_{H : N(H,J) = n} q_k(t) \right) \times \left( \sum_{\{J_1, \ldots, J_H : J_1 + \cdots + J_H = H\}} p_{J_1} \cdots p_{J_H} \right)
\]

\[
= \sum_{t=1}^{\infty} q_k(t) EJ(t) \quad \text{and} \quad ES(t) = \sum_{n=1}^{\infty} n q_k(n).
\]

(5.3)
Eq. (5.3) is intuitive since the average total number of type \( j \) customers who arrived during the service time of a type \( k \) customer is the average number of type \( j \) customers who arrive in a unit period of time multiplying the mean service time of the type \( k \) customer. Then matrix \( P \) of the corresponding Markov chain is given as

\[
P = M^{-1} A = \begin{pmatrix}
E S(1) & \cdots & E J(K) \\
\vdots & \ddots & \vdots \\
E S(K) & \cdots & E J(1)
\end{pmatrix}
\]  

(5.4)

Because of the special structure, the Perron–Frobenius eigenvalue of matrix \( P \) is given as \( \text{sp}(P) = \rho = \sum_{k=1}^{K} E S(k) E J(k) \) (the classical traffic intensity of the queueing system), which determines the classification of the queueing system.

**Note.** It is easy to see that the classification of the \( \text{BGEO}[K]/\text{G}[K]/1 \) queue with a FCFS He [4], LCFS preemptive resume, or other work conserving service discipline is the same as that of Example 5.2.

**Note.** Let us consider a \( \text{BGEO}[K]/\text{G}[K]/1 \) queue with arrival rate \( \lambda = E J(1) + E J(2) + E J(3) = 0.5 \) and mean service time \( 1/\mu = w_1 E S(1) + w_2 E S(2) + w_3 E S(3) \), where \( w_1 = 1/2, w_2 = 1/3, w_3 = 1/6 \). If we choose \( w_1 = w_2 = w_3 = 1/3, \lambda \mu = 7/6 > 1 \). If we choose \( w_1 = 1, w_2 = 1/2, w_3 = 1/4, \lambda \mu = 11/12 = \rho \). Thus, the traffic intensity of the queueing system with a single type of customer depends on the set of weights used in estimating the service time of an arbitrary customer. In general, \( \lambda \mu / \mu \) can be far away from \( \rho \) of the original queueing system. The two are equal (i.e., \( \lambda \mu = \rho \)) when weights are chosen as \( w_k = E J(k) / (E J(1) + \cdots + E J(K))^{-1}, 1 \leq k \leq K \).

So far in this section, we have shown that the classification of some queueing systems is determined completely by the classical traffic intensity \( \rho \). The reason is that these queueing systems are work conserving.

In the next example, the classification problem of a queueing system which is not work conserving is discussed.

**Example 5.3 (The BGEO[1]/G[1]/1/LCFS preemptive repeat queue).** Consider a discrete time queueing system with a marked batch geometric arrival process, general service times, and a LCFS preemptive repeat service discipline. When a customer reenters the server, its service time has the same distribution as that of a new customer. Parameters defined in Example 5.2 are used.

Let \( X_n \) be the queue string at the \( n \)th service completion or arrival epoch. \( \{X_n, n \geq 0\} \) is a Markov chain because of the preemptive repeat service discipline. The transition probabilities of this Markov chain are given as, for \( J > 0 \), (after the decomposition defined by Eq. (3.12))

\[
a_0(k, J) = \sum_{n=1}^{\infty} p_0^{n-1} p_j \left( \sum_{t=n+1}^{\infty} q_k(t) \right),
\]

\[
a_1(k, J) = \sum_{n=1}^{\infty} p_0^{n-1} p_j q_k(n),
\]

\[
a_2(k) = \sum_{n=1}^{\infty} p_0^n q_k(n).
\]

Denote by \( q^*_k(z) = \sum_{n=1}^{\infty} z^n q_k(n) \). Then we obtain

\[
\mu(k) = \sum_{j} a_1(k, J) + a_2(k)
\]

\[
= \sum_{j} \sum_{n=1}^{\infty} p_0^{n-1} p_j q_k(n) + \sum_{n=1}^{\infty} p_0^n q_k(n)
\]

\[
= \sum_{n=1}^{\infty} p_0^{n-1} q_k(n) q^*_k(p_0)/p_0,
\]

(5.6)

\[
\lambda(k, j) = \sum_{n=1}^{\infty} p_0^{n-1} q_k(n) E J(j)
\]

\[
+ \sum_{t=2}^{\infty} q_k(t) \left( \sum_{n=1}^{t-1} p_0^{n-1} E J(j) \right)
\]

\[
= \frac{(1 - q^*_k(p_0))}{(1 - p_0)} E J(j),
\]

(5.7)
preemptive queue describes the Poisson arrival process. Note that Example 5.4 (the queueing system of interest. Provides complete information for the classification of the type). The service time of a type $k$ customer is given as $\exp (-\mu k t)$. The mean arrival rate of type $k$ is $\lambda_k = \sum_{j=0}^{\infty} \frac{\exp (-\mu k t) t^j}{j!}$. 

Next, we consider continuous time counterparts of the two queueing systems considered in Examples 5.2 and 5.3.

**Example 5.4** (The BM[K]/G[K]/1/LCFS nonpreemptive queue). Consider a queueing system with a marked batch Poisson arrival process and general service times. Let $p_J$ be the arrival rate of a batch of type $J$ for $J \in \mathbb{N}$ and $J > 0$. Then $\{p_J, J \in \mathbb{N}, J > 0\}$ describes the Poisson arrival process. Note that $p_J$ can be any nonnegative real number in this and the next examples. Let $p_0 = \sum_{J>0} p_J$. Then $p_0$ is the parameter of the exponential distribution of interarrival times. The service time of a type $k$ customer is given by $F_k(t)$ with Laplace Stieltjes transform $f_k^*(s)$. Customers are served on a LCFS and nonpreemptive basis. The mean arrival rate of type $k$ customers and the mean service time of a type $k$ customer are given as 

$$EJ(k) = \sum_{n=1}^{\infty} n \left( \sum_{H:H(n,k)=n} p_H \right),$$ 

$$ES(k) = \int_0^\infty tF_k(dt),$$

respectively. Let $X_n$ be the queue string right after the $n$th departure epoch. Then $\{X_n, n \geq 0\}$ is a Markov chain of M/G/1 type with a tree structure. The distribution of $\zeta(k)$ is given as, for $H \in \mathbb{N},$

$$P\{\zeta(k) = H\} = \int_0^\infty F_k(dt) \sum_{n=0}^{\infty} \frac{\exp (-p_0 t) (p_0 t)^n}{n!} \times \left( \sum_{\{J_1, \ldots, J_n\} : J_1 + \cdots + J_n = H} \frac{p_{J_1} \ldots p_{J_n}}{p_0 \ldots p_0} \right).$$

Then the transition of Markov chain $\{X_n, n \geq 0\}$ is given by $X_{n+1} = (J + k) - k + \zeta(k) = J + \zeta(k)$ when $X_n = J + k$. By definition, it is clear that $\mu(k) = 1$ and the arrival rates are obtained as (after the decomposition define by Eq. (3.12))

$$\lambda(k, j) = \sum_{n=1}^{\infty} n \left( \sum_{H:H(n,j)=n} P\{\zeta(k) = H\} \right)$$

$$= \sum_{n=1}^{\infty} n \sum_{H:H(n,j)=n} \int_0^\infty F_k(dt) \times \sum_{m=0}^{\infty} \frac{\exp (-p_0 t) (p_0 t)^m}{m!} \times \left( \sum_{\{J_1, \ldots, J_n\} : J_1 + \cdots + J_n = H} \frac{p_{J_1} \ldots p_{J_n}}{p_0 \ldots p_0} \right)$$

$$= \int_0^\infty F_k(dt) \sum_{m=1}^{\infty} \frac{\exp (-p_0 t) (p_0 t)^m}{m!} \sum_{n=1}^{\infty} n \times \sum_{H:H(n,j)=n} \left( \sum_{\{J_1, \ldots, J_n\} : J_1 + \cdots + J_n = H} \frac{p_{J_1} \ldots p_{J_n}}{p_0 \ldots p_0} \right)$$

$$= \int_0^\infty F_k(dt) \sum_{m=1}^{\infty} \frac{\exp (-p_0 t) (p_0 t)^m}{m!} \sum_{n=1}^{\infty} n \times \sum_{H:H(n,j)=n} \left( \sum_{\{J_1, \ldots, J_n\} : J_1 + \cdots + J_n + H} [N(J_1, j) + \cdots + N(J_n, j)] \frac{p_{J_1} \ldots p_{J_n}}{p_0 \ldots p_0} \right)$$

Note that $\{N(J_1, j), \ldots, N(J_n, j)\}$ is a Markov process with a Markov chain of M/G/1 type with a tree structure.
\[ F_k(dt) = \int_0^\infty \frac{mEJ(j)}{p_0} EJ(j). \]  

(5.12)

It is clear that \( sp(P) = \rho = \sum_{k=1}^{K} ES(k)EJ(k) \) determines the classification of the queueing system of interest. Again, this result applies to any BM[K]/G[K]/1 queue with a work-conserving service discipline.

**Example 5.5 (The BM[K]/G[K]/1/LCFS preemptive repeat queue).** Consider the queueing system defined in Example 5.4 when customers are served on a LCFS preemptive repeat basis. Let \( X_n \) be the queue string at the \( n \)th service completion or arrival epoch. Then \( \{X_n, n \geq 0\} \) is a Markov chain because of the transition from node \( J + k \) to

1. \( J + k + H \) with rate \( a_0(k, H) \) when \( H \in \mathbb{R}^+ \) and \( H > 0 \);
2. \( J + H \) with rate \( a_1(k, H) \) when \( H = j_1 \cdots j_H \in \mathbb{R}^+ \) and \( 0 < j_1 \neq k \);
3. \( J \) with rate \( a_2(k, J) \);
4. \( H \) with rate \( a_0(0, H) \) when \( J = 0, H \in \mathbb{R}^+ \) and \( H > 0 \).

The sojourn time in node \( J + k \) has an exponential distribution with parameter \(-[\sum_H a_0(k, H) + a_1(k, H)] + a_2(k)\) and \(-[\sum_H a_0(0, H)]\) for the root node.

\[ \{\lambda(k, j), \mu(k), A, M, P, sp(P)\} \] are the same as those defined in Section 2. We assume that Markov process \( X(t) \) is irreducible, \( \{\lambda(k, j), \mu(k), 0 \leq k \leq K, 1 \leq j \leq K\} \) are finite, and matrix \( P \) is irreducible.

**Theorem 6.1.** For the Markov process of M/G/1 type with a tree structure \( \{X(t), t \geq 0\} \) defined above, it is

1. positive recurrent if and only if \( sp(P) < 1 \);
2. null recurrent if and only if \( sp(P) = 1 \);
3. transient if and only if \( sp(P) > 1 \).

**Proof.** The proof is similar to that of Theorem 3.2. Details are omitted.

**Example 6.1 (The M[K]/M[K]/1 queue).** Consider a queueing system with a marked Poisson arrival process and exponential service times. Let \( p_k \) be the arrival rate of type \( k \) customers, \( 1 \leq k \leq K \). Then \( \{p_0, p_1, \ldots, p_K\} \) describes the arrival process with \( p_0 = p_1 + \cdots + p_K \). Let \( q_k \) be the service time of type \( k \) customer, \( k \leq K \). If a type \( k \) customer is in service, its service time has an exponential distribution with parameter \( q_k \). Suppose that the LCFS preemptive resume service discipline is applied.

Let \( X(t) \) be the queue string at time \( t \). Then the infinitesimal generator of Markov process \( \{X(t), t \geq 0\} \) are given as: \( a_0(k, j) = p_j \), \( a_1(k) = -q_k - p_a \), and \( a_2(k) = q_k \). The total arrival rates and service rates are given as \( \lambda(k, j) = p_j \) and \( \mu(k) = q_k \). It is easy to see
that \( sp(P) = \rho = \frac{p_1}{q_1} + \cdots + \frac{p_K}{q_K} \) determines the classification of the Markov process or the queueing system.

**Note.** It is clear that the result can be generalized to a batch arrival case. It is also easy to see that the result can be extended to the multiple server case, i.e., the BM[K]/M[K]/s queue with a FCFS, LCFS nonpreemptive, or LCFS preemptive resume service discipline is classified by \( \rho \).

**Note.** It is easy to see that the decomposition technique can be used in the continuous time case.
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