On the small time large deviations of diffusion processes on configuration spaces
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Abstract

In this paper, we establish a small time large deviation principle for diffusion processes on configuration spaces. © 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction

Let $\Gamma_R$ be the space of all integer-valued Radon measures on $R$. The Poisson system of independent Brownian particles can be formally written as

$$X_t = \sum_{i=1}^{\infty} \delta_{B_i^t},$$

where $\{B_i^t, i \geq 1\}$ are independent Brownian motions. One way to construct the diffusion is to use the Dirichlet form theory (see, for example, Albeverio et al., 1997). The geometric analysis on configuration space $\Gamma_R$ was carried out in Albeverio et al. (1996a, 1996b, 1997). The intrinsic metric of the associated Dirichlet form was identified as the $L^2$-Wasserstein-type distance in Röckner and Schied (1999). In this paper, we will establish a small time large deviation principle for the diffusion process $X_t$, $t \geq 0$ starting from an explicitly described invariant set. The rate function turns out to be the square of the intrinsic metric of the Dirichlet form.

The paper is organized as follows. Section 2 is the framework. In Section 3, we give an explicit expression of an invariant set of the diffusion. The diffusion starting from every configuration in this set never leaves the set. Section 4 is devoted to the upper bound estimates and identification of the rate function. The lower bound estimates is...
Remark 1.1. The paper is written for the case where the base space is \( R \) and the motion is Brownian motion, but the method clearly works for \( R^d \) and a large class of diffusions. Now, the natural problem is the large deviation principle on the path space over configuration spaces. This will be studied in a forthcoming paper.

2. Framework

Let \( \Gamma_R \) be the space of all integer-valued Radon measures on the real line \( R \). Then equipped with the vague topology \( \Gamma_R \) is a Polish space. The set of all \( \gamma \in \Gamma_R \) such that \( \gamma(\{x\}) \in \{0, 1\} \) is called configuration space over \( R \). For simplicity, we also call \( \Gamma_R \) configuration space. The geometric analysis on configuration space has been carried out in Albeverio et al. (1997). We recall here some results there. For \( f \in C_0(R) \) (the set of all continuous functions on \( R \) having compact support), set

\[
\langle f, \gamma \rangle = \int_R f(x)\gamma(dx) = \sum_{x \in \gamma} f(x).
\]

Define the space of smooth cylinder functions on \( \Gamma_R \), \( \mathcal{F}C_0^\infty \), as the set of all functions on \( \Gamma_R \) of the form

\[
u(\gamma) = F(\langle f_1, \gamma \rangle, \ldots, \langle f_n, \gamma \rangle), \quad \gamma \in \Gamma_R,
\]

for some \( n \in N \), \( F \in C_0^\infty(R^n) \), and \( f_1, \ldots, f_n \in C_0(R) \). For \( u \) as in (2.1) define its gradient \( \nabla u \) as a mapping from \( \Gamma_R \times R \) to \( R \):

\[
\nabla u(\gamma, x) = \sum_{i=1}^n \partial_i F(\langle f_1, \gamma \rangle, \ldots, \langle f_n, \gamma \rangle) \nabla f_i(x), \quad \gamma \in \Gamma_R, \quad x \in R.
\]

Here \( \partial_i \) denotes the partial differential with respect to the \( i \)th coordinate, and \( \nabla \) is the usual gradient on \( R \).

Let \( \pi \) denote the Poisson measure on \( \Gamma_R \) with intensity \( dx \), i.e., the unique measure on \( \Gamma_R \) whose Laplace transform is given by

\[
\int_{\Gamma_R} e^{\langle f, \gamma \rangle} \pi(d\gamma) = \exp \left( \int_R e^{f(x)} - 1 \right) dx
\]

for all \( f \in C_0(R) \). Now we introduce a pre-Dirichlet form:

\[
\delta_0(u,v) = \int_{\Gamma_R} \langle \nabla u, \nabla v \rangle_\gamma \pi(d\gamma), \quad u,v \in \mathcal{F}C_0^\infty,
\]

where \( \langle \nabla u, \nabla v \rangle_\gamma = \int_R \nabla u(\gamma, x) \cdot \nabla v(\gamma, x) \gamma(dx) \). It has been shown in Röckner and Schied (1999) that \( \delta_0(u,v) = \int_{\Gamma_R} \langle \nabla u, \nabla v \rangle_\gamma \pi(d\gamma) \) is closable on \( L^2(\Gamma_R, \pi) \) and its closure, denoted by \( (\delta, D(\delta)) \), is a quasi-regular Dirichlet form. Thus, according to the general theory of Dirichlet forms (see Ma and Röckner (1992)), there is a diffusion process \( \{\Omega, X_t, P_\gamma, \gamma \in \Gamma_R\} \) associated with the Dirichlet form \( (\delta, D(\delta)) \). It was proved...
in Albeverio et al. (1997) that the diffusion \( X_t \) can be identified as infinitely many independent Brownian particles, i.e.,

\[ X_t = \sum_i \delta_{B_i^t}, \quad t \geq 0, \]

where \( B_i^t, i = 1, 2, 3, \ldots \) are independent Brownian motions, and \( \delta_x \) denotes the Dirac measure at the point \( x \). The diffusion \( X \) itself is also called Brownian motion on the configuration space.

For \( u \in D(\mathcal{E}) \), set \( \Gamma(u, u)(\gamma) = \langle \nabla u, \nabla u \rangle_\gamma \). Recall that the intrinsic metric of the Dirichlet form \((\mathcal{E}, D(\mathcal{E}))\) is defined by

\[ \rho(\gamma, \eta) = \sup \{ (u(\gamma) - u(\eta); u \in D(\mathcal{E}) \cap C(\Gamma_R) \text{ and } \Gamma(u, u) \leq 1 \text{ } \mu\text{-a.e. on } \Gamma_R \} \]

for \( \gamma, \eta \in \Gamma_R \). It was shown in Röckner and Schied (1999) that the intrinsic metric is given by the Wasserstein-type distance on \( \Gamma_R \).

\[ \rho(\gamma, \eta) = \inf \left\{ \left( \int_{\Gamma_R} d(x, y)^2 \omega(dx, dy); \omega \in \Gamma_{\gamma \times \eta} \right)^{1/2} \right\}, \tag{2.3} \]

where \( \Gamma_{\gamma \times \eta} \) denotes the set of \( \omega \in \Gamma_{\Gamma_R \times \Gamma_R} \) having marginals \( \gamma \) and \( \eta \), and \( d^2(x, y) = \frac{1}{2} |x - y|^2 \).

3. Identification of the configurations

The Dirichlet form theory tells us that the diffusion \( \{ \Omega, X_t, P_\gamma, \gamma \in \Gamma_R \} \) exists for quasi-every starting points, but does not give us the exceptional set explicitly. It is easy to see that the diffusion process \( X_t, t > 0 \) can not start from every configuration \( \gamma \in \Gamma_R \), for example, \( X_t = \sum_i \delta_{B_i^t} \) with initial value \( \gamma = \sum_{i=1}^\infty \delta_{\text{int}(i)} \) will not be a Radon measure on \( \Gamma_R \). In this section, we will identify the exceptional set and find an explicit invariant set for the diffusion. Let us first recall the definition of capacity. For an open subset \( G \), the capacity is defined as

\[ \text{Cap}(G) = \inf \{ \mathcal{E}_1(u, u); u \in D(\mathcal{E}), u \geq 1 \text{ } \mu\text{-a.e. on } G \}, \]

where \( \mathcal{E}_1(u, u) = \mathcal{E}(u, u) + (u, u)_{L^2(\Gamma_R)} \).

For an arbitrary subset \( A \),

\[ \text{Cap}(A) = \inf \{ \text{Cap}(G); A \subset G, G \text{ open} \}. \]

Let \( g(x) = 1/(1 + x^2) \). Define \( \Gamma_g = \{ \gamma; \langle g, \gamma \rangle < \infty \} \). We have

**Lemma 3.1.** \( \text{Cap}(\Gamma_g) = 0 \).

**Proof.** Set \( u(\gamma) = \langle g, \gamma \rangle \). The lemma follows if we show that \( u \) is quasi-continuous and belongs to \( D(\mathcal{E}) \), since a quasi-continuous version of an element in the domain of the Dirichlet form is finite quasi-everywhere. First we note that

\[ \int_{\Gamma_R} u(\gamma)^2 \pi(d\gamma) = \left( \int_R g(x) \, dx \right)^2 + \int_R g^2(x) \, dx < \infty. \]
Furthermore,
\[ \int_{\Omega} (\nabla u, \nabla u) \pi(d\gamma) = \int_{\Omega} (g'(x)^2, \gamma) \pi(d\gamma) = \int_{\Omega} \frac{4x^2}{(1+x^2)^3} \, dx < \infty. \]

Combining these two yields \( u \in D(\delta) \). Now, take a sequence of functions \( \phi_n \in C_0^\infty(R) \), \( n \geq 1 \), such that \( 0 \leq \phi_i \leq 1 \), \( |\phi'_i(x)| \leq 1 \), \( \phi_n(x) = 1 \) on \( [-n, n] \) and \( 0 \) on \( (-\infty, -n-1) \cup [n+1, \infty) \). Set \( g_n(x) = g(x) \phi_n(x) \). Define \( u_n(\gamma) = \langle g_n, \gamma \rangle \), for \( n \geq 1 \). Then it is easy to see that \( u_n \) converges to \( u \) in the Dirichlet space and also pointwisely. Since \( u_n \), \( n \geq 1 \), is continuous, it follows from Theorem 2.4. in Fukushima et al. (1994) that \( u \) is quasi-continuous.

**Lemma 3.2.** \( \Gamma_g \) is an invariant set for the diffusion \( \{ \Omega, X_t, \gamma \in \Gamma_g \} \), i.e.,
\[ P_\gamma(X_t \in \Gamma_g, \forall t \geq 0) = 1, \quad \forall \gamma \in \Gamma_g. \]

**Proof.** Fix \( \gamma \in \Gamma_g \) with \( \langle g, \gamma \rangle = \sum_{i=1}^{\infty} 1/(1 + (\gamma_i')^2) < \infty \). We need to show that
\[ P_\gamma \left( \sum_{i=1}^{\infty} \frac{1}{1+(B_t^i)^2} < \infty, \forall t \geq 0 \right) = 1. \]

By the choice of \( \gamma \), there exists an integer \( m_0 \) such that \( \gamma_i' \neq 0 \) for \( i > m_0 \). Since under \( P_\gamma \), \( B_t^i, i \geq 1 \) are independent Brownian motions with initial values \( \gamma_i', i \geq 1 \), we have for any integer \( n \),
\[ \sum_{i=m_0}^{\infty} P_\gamma \left( \sup_{s \leq n} |B_t^i - \gamma_i'| > \frac{|\gamma_i'|}{3} \right) \leq \sum_{i=m_0}^{\infty} P_\gamma \left[ \sup_{s \leq n} |B_t^i - \gamma_i'|^2 \right] \frac{1}{((1/3)\gamma_i')^2} < \infty, \]

where we used the fact that \( P_\gamma[\sup_{s \leq n} |B_t^i - \gamma_i'|^2] \) is independent of \( i \). By the Borel–Cantelli lemma it follows that
\[ P_\gamma \left( \bigcap_{k} \bigcup_{i \geq k} \left( \sup_{s \leq n} |B_t^i - \gamma_i'| \leq \frac{|\gamma_i'|}{3} \right) \right) = 0. \]

Define
\[ \Omega' = \bigcap_{n} \bigcap_{k} \left( \sup_{s \leq n} |B_t^i - \gamma_i'| \leq \frac{|\gamma_i'|}{3} \right). \]

Then, \( P_\gamma(\Omega') = 1 \). The lemma follows since
\[ \Omega' \subset \left( \sum_{i=1}^{\infty} \frac{1}{1+(B_t^i)^2} < \infty, \forall t \geq 0 \right). \]

**4. Large deviation estimates: the upper bound**

Let \( \chi \) denote the set of all signed Radon measures on \( R \). Equip \( \chi \) with the vague topology generated by
\[ \{ U_{f, x} = \{ v \in \chi : |(f, v) - x| < \delta \}, f \in C_0(R), x \in R, \delta > 0 \}. \]
Then, $\chi$ is a locally convex topological space with $\chi^*$ being identified as $C_0(R)$. It is known that $I_{R}$ is a closed subspace of $\chi$. Let $\gamma_0 \in \Gamma_{\gamma}$ be fixed. Define, for $\eta \in \chi$,

$$I_{\gamma_0}(\eta) = \sup_{f \in C_0(R)} \left( \langle f, \eta \rangle - \int_{R} \sup_{y} \left( f(y) - \frac{1}{2} |x - y|^2 \right) \gamma_0(\text{d}x) \right).$$

(4.1)

**Lemma 4.1.** Let $f \in \mathcal{C}_0(R)$. Then

$$A(f) =: \lim_{\varepsilon \rightarrow 0} \varepsilon \log P_{\gamma_0}[e^{i\langle f, \zeta \rangle}] = \int_{R} \sup_{y} \left( f(y) - \frac{1}{2} |x - y|^2 \right) \gamma_0(\text{d}x).$$

**Proof.** By the independence,

$$A(f) = \lim_{\varepsilon \rightarrow 0} \varepsilon \log \prod_{\gamma_0 \in \Gamma_{\gamma}} P_{\gamma_0}[e^{i\langle f, \zeta \rangle}]$$

$$= \lim_{\varepsilon \rightarrow 0} \sum_{\gamma_0 \in \Gamma_{\gamma}} \varepsilon \log P_{\gamma_0}[e^{i\langle f, \zeta \rangle}].$$

By the large deviation principle of Brownian motion (see, for example, Dembo and Zeitouni, 1992), it follows that

$$\lim_{\varepsilon \rightarrow 0} \varepsilon \log P_{\gamma_0}[e^{i\langle f, \zeta \rangle}] = \sup_{y} \left( f(y) - \frac{1}{2} |\gamma_0 - y|^2 \right).$$

Taking the limit inside the series, we get

$$A(f) = \sum_{\gamma_0} \sup_{y} \left( f(y) - \frac{1}{2} |\gamma_0 - y|^2 \right) = \int_{R} \sup_{y} \left( f(y) - \frac{1}{2} |x - y|^2 \right) \gamma_0(\text{d}x).$$

It now remains to justify taking the limit inside the series. We suppose that the support of $f$ is contained in $[-a,a]$. Without loss of generality, we can also assume $\gamma_0 > 2a$. With these assumptions, we have

$$E_{\gamma_0}[e^{i\langle f, \zeta \rangle}] \leq E_{\gamma_0}[e^{(1/\varepsilon)||f||_1 ||\eta||_1}]$$

$$= e^{(1/\varepsilon)||f||_1} \int_{-a}^{a} e^{-\frac{(y-\gamma_0)^2}{2\varepsilon}} \frac{1}{\sqrt{2\pi \varepsilon}} \text{d}y + \int_{|y| > a} e^{-\frac{(y-\gamma_0)^2}{2\varepsilon}} \frac{1}{\sqrt{2\pi \varepsilon}} \text{d}y$$

$$\leq 1 + e^{(1/\varepsilon)||f||_1} P(B_1 < a - \gamma_0)$$

$$\leq 1 + e^{(1/\varepsilon)||f||_1} e^{-a(\gamma_0)^2/\varepsilon} C,$$

where $C = E[e^{a(B_1)^2}]$ for some $\alpha > 0$.

$$\leq 1 + e^{-a(\gamma_0)^2/\varepsilon} C$$

for big enough $i$ and an appropriate choice of $\alpha$. By the Schwartz’s inequality,

$$e^{i\langle f, \zeta \rangle} \leq E_{\gamma_0}[e^{-(1/\varepsilon)||f||_1}]$$

$$\leq E_{\gamma_0}[e^{i\langle f, \zeta \rangle}] \leq E_{\gamma_0}[e^{(1/\varepsilon)||f||_1 ||\eta||_1}] \leq 1 + e^{-a(\gamma_0)^2/\varepsilon} C.$$

Hence, it follows that for $\varepsilon \leq 1$,

$$|\log E_{\gamma_0}[e^{i\langle f, \zeta \rangle}]| \leq \log(1 + e^{-a(\gamma_0)^2/\varepsilon} C) \leq e^{-a(\gamma_0)^2/\varepsilon} C \leq e^{-a(\gamma_0)^2/\varepsilon} C.$$
Since \( \sum_{i=1}^{\infty} 1/(\gamma_i^0)^2 < \infty \), the above estimates show that \( \sum_{i} \varepsilon \log P_{\gamma_0}[e^{(1/\varepsilon)f(B_i)}] \) converges uniformly with respect to \( \varepsilon \), which justifies the limit inside the series.

**Proposition 4.2.** Let \( \mu_\alpha \) be the law of \( X_\alpha \) on \( \chi \) under \( P_{\gamma_0} \). Then \( \{ \mu_\alpha, \varepsilon > 0 \} \) is exponentially tight, namely, for any \( L > 0 \), there exists a compact subset \( K_L \) such that

\[
\limsup_{\varepsilon \to 0} \varepsilon \log P_{\gamma_0}(X_\alpha \in K_L^c) \leq -L. \tag{4.2}
\]

**Proof.** Observe that the set of the following type:

\[
K = \bigcap_n \{ \mu \in \chi; |\mu([-n,n])| \leq L_n \} \tag{4.3}
\]

is relatively compact. Given \( L > 0 \), we are going to choose appropriate \( L_n \) so that (4.2) holds. Let us fix a positive number \( x_0 \) such that \( E[e^{x_0|B_i|^2}] < \infty \). Let \( m_n = \# \{ i; |\gamma_i^0 - n| \leq \sqrt{1/x_0} \} \). Recall from the proof of Lemma 4.1 that

\[
E_{x_0}[e^{(1/\varepsilon)|\cdot - x_0|_0(B_i)}] \leq 1 + C e^{-(x_0(n-\gamma_i^0)^2-1)/\varepsilon}.
\]

Hence,

\[
P_{\gamma_0}(X_\alpha([-n,n])) > L_n)
\leq e^{-L_{x_0}/\varepsilon} E_{\gamma_0}[e^{(1/\varepsilon) \sum_{i=1}^{\infty} |\cdot - n_0|_0(B_i)}]
= e^{-L_{x_0}/\varepsilon} \prod_{i=1}^{\infty} E_{\gamma_0}[e^{(1/\varepsilon)|\cdot - x_0|_0(B_i)}]
\leq e^{-L_{x_0}/\varepsilon} \prod_{i=1}^{\infty} \left( 1 + C e^{-(x_0(n-\gamma_i^0)^2-1)/\varepsilon} \right)
\leq e^{-L_{x_0}/\varepsilon} \prod_{i=1}^{\infty} \left( 1 + C e^{-(x_0(n-\gamma_i^0)^2-1)/\varepsilon} \right)
\prod_{i=1}^{\infty} \left( 1 + C e^{1/\varepsilon} \right)
\leq e^{-L_{x_0}/\varepsilon} \exp \left\{ C \sum_i e^{-(x_0(n-\gamma_i^0)^2-1)} \right\} \left( 1 + C e^{1/\varepsilon} \right)^{m_n}
\leq e^{-L_{x_0}/\varepsilon} \exp \left\{ C e^{2m_n^2 + 1} \sum_i e^{-(1/2)(x_0(n-\gamma_i^0)^2)} \right\} \left( 2C \right)^{m_n} e^{m_n/\varepsilon}
= \exp \left\{ - \frac{L_n - m_n}{\varepsilon} + C_0 e^{2m_n^2} + m_n \log(2C) \right\},
\]

where \( C_0 = C e^{(1/2)(x_0(n-\gamma_i^0)^2)} \). Now take \( L_n = L + m_n + C_0 e^{2m_n^2} + m_n \log(2C) + n \) and define \( K_L \) as in (4.3). We have

\[
P_{\gamma_0}(X_\alpha \notin K_L) \leq \sum_{n=1}^{\infty} P_{\gamma_0}(X_\alpha([-n,n]) > L_n)
\]
This implies (4.2), which ends the proof. □

Combination of Lemma 4.1, Proposition 4.2 and Theorem 4.5.20 in Dembo and Zeitouni (1992) yields the following upper bound estimates:

**Theorem 4.3.** Let \( \mu_\varepsilon \) be the law of \( X_\varepsilon \) under \( P_{\varepsilon_0} \). Then, for any closed subset \( F \subset \Gamma_R \),

\[
\limsup_{\varepsilon \to 0} \varepsilon \log \mu_\varepsilon(F) \leq -\inf_{\eta \in F} I_{\varepsilon_0}(\eta) .
\]

Next, we are going to identify the rate function \( I_{\varepsilon_0}(\eta) \) as \( \rho(\varepsilon_0, \eta)^2 \). Let \( M(R) \) denote the space of positive Radon measures on \( R \). Set \( d(x, y) = \sqrt{2}|x - y| \). Let \( \omega', \gamma \in M(R) \).

The \( L^2 \)-Wasserstein-type distance \( \rho(\omega, \gamma) \) is similarly defined as

\[
\rho(\omega, \gamma) = \inf \left\{ \sqrt{\int_{R \times R} d^2(x, y) \eta(dx, dy) ; \eta \in \Gamma_{\omega, \gamma}} \right\},
\]

where \( \Gamma_{\omega, \gamma} \) stands for the set of \( \eta \in M(R \times R) \) having marginals \( \omega \) and \( \gamma \).

Proposition 4.4. \( h(\gamma) \) is convex and lower semi-continuous on \( M(R) \) with the topology of vague convergence.

**Proof.** Let \( \gamma_1, \gamma_2 \in M(R) \). For any \( 0 < \alpha < 1 \), \( \eta^1 \in \Gamma_{\varepsilon_0, \gamma_1} \), \( \eta^2 \in \Gamma_{\varepsilon_0, \gamma_2} \), define \( \eta = \alpha \eta^1 + (1 - \alpha) \eta^2 \in M(R \times R) \). Then,

\[
\eta(dx, R) = \alpha \eta^1(dx, R) + (1 - \alpha) \eta^2(dx, R) = \alpha x_0(dx) + (1 - \alpha) \gamma_0(dx) = \gamma_0(dx),
\]

\[
\eta(R, dy) = \alpha \gamma_1(dy) + (1 - \alpha) \gamma_2(dy).
\]

Hence \( \eta \in \Gamma_{\varepsilon_0, \alpha \gamma_1 + (1 - \alpha) \gamma_2} \), and

\[
h(\alpha \gamma_1 + (1 - \alpha) \gamma_2) \leq \int_{R \times R} d^2(x, y) \eta(dx, dy)
\]

\[
= \alpha \int_{R \times R} d^2(x, y) \eta^1(dx, dy) + (1 - \alpha) \int_{R \times R} d^2(x, y) \eta^2(dx, dy).
\]

(4.5)

Since \( \eta^1 \) and \( \eta^2 \) are arbitrary, it follows from (4.5) that

\[
h(\alpha \gamma_1 + (1 - \alpha) \gamma_2) \leq \alpha h(\gamma_1) + (1 - \alpha) h(\gamma_2)
\]

which completes the proof of the convexity. Next, we prove that \( h \) is lower semi-continuous. Let \( \{ \gamma_n, n \geq 1 \} \) be a sequence of positive Radon measures on \( R \) converging vaguely to \( \tilde{\gamma} \in M(R) \). We need to show

\[
h(\tilde{\gamma}) \leq \liminf_{n \to \infty} h(\gamma_n).
\]

(4.6)
Thus, it follows from (4.7) and (4.8) that
\[
\int_{R \times R} f(y)\eta_0(dx, dy) = \lim_{m \to \infty} \int_{R \times R} f(y)\phi_m(x)\eta_m(dx, dy)
\]
\[
= \lim_{m \to \infty} \lim_{n \to \infty} \int_{R \times R} f(y)\phi_m(x)\eta_n(dx, dy).
\]
But,
\[
\left| \lim_{k \to \infty} \int_{R \times R} f(y)\phi_m(x)\eta_n(dx, dy) - \lim_{k \to \infty} \int_{R \times R} f(y)\eta_n(dx, dy) \right|
\]
\[
= \left| \lim_{k \to \infty} \int_{R \times R} f(y)(\phi_m(x) - 1)\eta_n(dx, dy) \right|
\]
\[
\leq c \lim_{k \to \infty} \int_{R \times R} \chi_{[-m_0, m_0]}(y)\chi_{[-m, m]}(x)\eta_n(dx, dy)
\]
\[
\leq c \sup_k \int_{(d^2(x,y) \geq (m-m_0)^2)} \eta_n(dx, dy)
\]
\[
\leq c \frac{1}{(m-m_0)^2} \sup_k \int_{R \times R} d^2(x,y)\eta_n(dx, dy) \leq \frac{M}{(m-m_0)^2}.
\]
Since \( f \) is arbitrary, we conclude that \( \eta_0(R, dy) = \bar{\gamma}(dy) \). Hence,
\[
    h(\bar{\gamma}) \leq \int_{R \times R} d^2(x, y)\eta_0(dx, dy)
\]
\[
    \leq \lim_{n \to \infty} \int_{R \times R} d^2(x, y)\eta_n(dx, dy) = \lim_{n \to \infty} h(\gamma_n).
\]

The proof is complete. \( \Box \)

**Lemma 4.5.** If \( f \in C_0(R) \), then \( g(x) = \sup_y (f(y) - \frac{1}{2}|x - y|^2) \in C_0(R) \).

**Proof.** Suppose \( \text{Supp}[f] \subset [-M, M] \) and \( C = \sup_y |f(y)| \). Then, for \( |x| > M \),
\[
    0 \leq g(x) = \sup_{y \in [-M, M]} (f(y) - \frac{1}{2}|x - y|^2) \vee \sup_{|x| > M} (-\frac{1}{2}|x - y|^2)
\]
\[
    \leq \sup_{|x| \leq M} (C - \frac{1}{2}|x - y|^2) \vee 0.
\]

The lemma follows as \( \sup_{|y| \leq M} (C - \frac{1}{2}|x - y|^2) < 0 \) for big enough \( |x| \).

**Lemma 4.6.** Let \( f \in C_0(R) \). Then
\[
    \sup_{\gamma \in \Gamma^*} (\langle f, \gamma \rangle - \rho(\gamma_0, \gamma)^2) = \int_R \sup_{y \in R} \left( f(y) - \frac{1}{2}|x - y|^2 \right) \gamma_0(dx).
\]

**Proof.** Suppose that \( \gamma_0 = \sum_{i=1}^{\infty} \delta_{\gamma_i} \). Due to the compact support, there exists integer \( N_0 \) such that \( f(\gamma_0) = 0 \) and \( \sup_{y \in R} (f(y) - \frac{1}{2}|\gamma_0 - y|^2) = 0 \) for \( i > N_0 \). Let \( \gamma \in \Gamma^* \) with \( \rho(\gamma_0, \gamma) < \infty \). According to Röckner and Schied (1999), the distance \( \rho(\gamma_0, \gamma) \) is reached by some \( \eta \in \mathcal{M}(R \times R) \) having marginals \( \gamma_0 \) and \( \gamma \). Let us say \( \eta = \sum_{i=1}^{\infty} \delta_{\gamma_i} \). Thus, \( \gamma = \sum_{i=1}^{\infty} \delta_{\gamma_i} \) and \( \rho(\gamma_0, \gamma)^2 = \frac{1}{2} \sum_{i=1}^{\infty} ||\gamma_0 - \gamma_i||^2 \). Hence,
\[
    \langle f, \gamma \rangle - \rho(\gamma_0, \gamma)^2 = \sum_{i=1}^{\infty} f(\gamma_i) - \frac{1}{2} \sum_{i=1}^{\infty} ||\gamma_0 - \gamma_i||^2
\]
\[
    = \sum_{i=1}^{\infty} \left( f(\gamma_i) - \frac{1}{2} ||\gamma_0 - \gamma_i||^2 \right) \leq \sum_{i=1}^{\infty} \sup_y \left( f(y) - \frac{1}{2} ||\gamma_0 - y||^2 \right)
\]
\[
    = \int_R \sup_y \left( f(y) - \frac{1}{2} |x - y|^2 \right) \gamma_0(dx).
\]

On the other hand, for any \( \varepsilon > 0 \), there exist \( y_i, i = 1, 2, \ldots, N_0 \) such that
\[
    \left| \sum_{i=1}^{N_0} \left( f(y_i) - \frac{1}{2} ||\gamma_0 - y_i||^2 \right) - \int_R \sup_y \left( f(y) - \frac{1}{2} |x - y|^2 \right) \gamma_0(dx) \right|
\]
\[
    = \left| \sum_{i=1}^{N_0} \left( f(y_i) - \frac{1}{2} ||\gamma_0 - y_i||^2 \right) - \sum_{i=1}^{N_0} \sup_y \left( f(y) - \frac{1}{2} ||\gamma_0 - y||^2 \right) \right| \leq \varepsilon.
\]
Define $\gamma = y_i$ if $i \leq N_0$ and $\gamma = \gamma_k$ if $i > N_0$. Then,

$$\langle f, \gamma \rangle - \rho(\gamma_0, \gamma)^2 \geq \sum_{i=1}^{N_0} f(y_i) - \sum_{i=1}^{N_0} \frac{1}{2} |y_i - \gamma_0|^2 \geq \int_R \sup_y \left( f(y) - \frac{1}{2} |x - y|^2 \right) \gamma_0(dx) - \varepsilon. $$

Hence,

$$\sup_{\gamma \in \Gamma_R} (\langle f, \gamma \rangle - \rho(\gamma_0, \gamma)^2) \geq \int_R \sup_y \left( f(y) - \frac{1}{2} |x - y|^2 \right) \gamma_0(dx) - \varepsilon. $$

Since $\varepsilon$ is arbitrary, the proof is complete. \(\Box\)

**Proposition 4.7.** $I_{\gamma_0}(\gamma) = \rho(\gamma_0, \gamma)^2$ for all $\gamma \in \Gamma_R$.

**Proof.** By Lemma 4.6,

$$I_{\gamma_0}(\gamma) = \sup_{f \in C_0(R)} \left( \langle f, \gamma \rangle - \sup_{\gamma \in \Gamma_R} (\langle f, \gamma \rangle - \rho(\gamma_0, \gamma)^2) \right).$$

Since for any $f \in C_0(R)$, $\langle f, \gamma \rangle - \sup_{\gamma \in \Gamma_R} (\langle f, \gamma \rangle - \rho(\gamma_0, \gamma)^2)$ is nonnegative, we have $I_{\gamma_0}(\gamma) \leq \rho(\gamma_0, \gamma)^2$. On the other hand, by the general theorem on the inverse Legendre transform of convex functions (see, e.g., Gross, 1980) and Proposition 4.4, we obtain

$$\rho(\gamma_0, \gamma)^2 = \sup_{f \in C_0(R)} \left( \langle f, \gamma \rangle - \sup_{\gamma \in \mathcal{M}(R)} (\langle f, \gamma \rangle - \rho(\gamma_0, \gamma)^2) \right). \quad (4.9)$$

Since $I_{\gamma_0}(\gamma)$ is greater than the right-hand side of (4.9), the proposition follows.

**5. Large deviation estimates: the lower bound**

Let $U$ be an open neighborhood described by

$$U = \left\{ \gamma \in \Gamma_R; \gamma(\partial W_r) = 0 \right\} = \left\{ \gamma \right\} = \sum_{i=1}^{n} \delta_{x_i} \text{ with } \sum_{i=1}^{n} d(x_i, y_i)^2 < \delta \right\},$$

where $W_r = \{|x| < r\}$.

**Proposition 5.1.** Let $\gamma_0 \in \Gamma_0$. Then, for any $\delta_1 > 0$ and distinct integers $i_1, \ldots, i_n$,

$$\liminf_{\varepsilon \to 0} \varepsilon \ln P_{\gamma_0}(X \in U) \geq -\frac{1}{2} \sum_{j=1}^{n} (y_j - \gamma_0)^2 (1 + \delta_1) - \left( \frac{1}{\delta_1} + 1 \right) \delta$$

$$\quad - \sum_{k \notin \{i_1, i_2, \ldots, i_n\}} d(\gamma_0, W_r^k)^2.$$
Proof. For any distinct integers \(i_1, i_2, i_3, \ldots, i_n\), define

\[
A_{i_1, i_2, \ldots, i_n} = \left\{ B_{i_1}^x \in W_r, \ldots, B_{i_n}^x \in W_r, \sum_{j=1}^{n} d(B_{i_j}^x, y_j)^2 < \delta, \quad B_{i_k}^x \in \tilde{W}_r, \quad k \notin \{i_1, \ldots, i_n\} \right\}.
\]

Then,

\[
\{X \in U\} = \bigcup_{i_1, i_2, \ldots, i_n} A_{i_1, i_2, \ldots, i_n}
\]

\[
P_{\gamma_0}(X \in U) = \sum_{i_1, i_2, \ldots, i_n} P_{\gamma_0}(A_{i_1, i_2, \ldots, i_n}).
\]

Now,

\[
P_{\gamma_0}(A_{i_1, i_2, \ldots, i_n}) = P_{\gamma_0}\left( B_{i_1}^x \in W_r, \ldots, B_{i_n}^x \in W_r, \sum_{j=1}^{n} d(B_{i_j}^x, y_j)^2 < \delta \right)
\]

\[
\times \prod_{k \notin \{i_1, i_2, \ldots, i_n\}} P_{\gamma_0}(B_{i_k}^x \in \tilde{W}_r)
\]

\[
= \int \cdots \int \sum_{j=1}^{n} d^2(x_j, y_j) < \delta, \quad x_j \in W_r
\]

\[
\times \exp\left( -\sum_{j=1}^{n} (x_j - y_j)^2 \right) \frac{1}{\sqrt{2\pi e}} \exp\left( -\frac{(x - y_0)^2}{2e} \right) dx_1 dx_2 \cdots dx_n
\]

\[
\times \prod_{k \notin \{i_1, i_2, \ldots, i_n\}} \int |x| > r \frac{1}{\sqrt{2\pi e}} \exp\left( -\frac{(x - y_0)^2}{2e} \right) dx
\]

\[
= a_{i_1, i_2, \ldots, i_n} \times b_{i_1, i_2, \ldots, i_n}.
\]

For any \(\delta_1 > 0\), we have

\[
\sum_{j=1}^{n} (x_j - y_j^0)^2 \leq \left( 1 + \frac{1}{\delta_1} \right) \sum_{j=1}^{n} (x_j - y_j)^2 + (1 + \delta_1) \sum_{j=1}^{n} (y_j - y_j^0)^2.
\]

Thus,

\[
a_{i_1, i_2, \ldots, i_n} \geq \int \cdots \int \sum_{j=1}^{n} d^2(x_j, y_j) < \delta, \quad x_j \in W_r
\]

\[
\times \exp\left( -\left( 1 + \frac{1}{\delta_1} \right) \delta \right) \frac{1}{\sqrt{2\pi e}} \exp\left( -\frac{(1 + 1/\delta_1)\delta}{2e} \right),
\]

\[
\times \exp\left( -(1 + \delta_1) \frac{\sum_{j=1}^{n} (y_j - y_j^0)^2}{2e} \right) dx_1 dx_2 \cdots dx_n.
\]
Hence,
\[ \liminf_{\varepsilon \to 0} \varepsilon \log a_{\varepsilon}^{1/2, \ldots, 1/2} \geq -\frac{1}{2} \left( \frac{1}{\delta_1} + 1 \right) \delta - (1 + \delta_1) \frac{1}{2} \sum_{j=1}^{n} (y_j - \gamma_0^j)^2. \]

To treat \( b_{\varepsilon}^{1/2, \ldots, 1/2} \), we need the following

**Lemma 5.2.** There exists a constant \( K > 0 \) such that if \( |x| > 2r \sqrt{K} \), then
\[ P_x(|B_x| > r) \geq e^{-C|x|^2}, \quad (5.1) \]
where \( C \) is a positive constant, \( B \) is a Brownian motion starting from \( x \) under \( P_x \).

**Proof.** We first assume \( x > 0 \). We have
\[ P_x(|B_x| > r) = P_0(|B_x + x| > r) \geq P_0(B_x > r - x) \geq P_0 \left( B_x > -\frac{x}{2} \right) = P_0 \left( B_1 > -\frac{x}{2\sqrt{\varepsilon}} \right) \]
\[ = P_0 \left( B_1 < \frac{x}{2\sqrt{\varepsilon}} \right) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy. \]
Thus,
\[ P_x(|B_x| > r) e^{C|x|^2} \geq e^{C|x|^2} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy. \]
It is therefore, sufficient to show
\[ F_{C, x}(x) = e^{C|x|^2} \int_{-\infty}^{\infty} e^{-y^2/2} \frac{1}{\sqrt{2\pi}} dy \geq 1 \quad (5.2) \]
for big enough \( x \) and sufficiently small \( \varepsilon \).

Since \( F_{C, x}(x) \) is decreasing in \( x \), we can let \( \varepsilon = \frac{1}{4} \). Put
\[ F(x) = F_{C, \frac{1}{4}}(x) = e^{4C|x|^2} \int_{-\infty}^{\infty} e^{-y^2/2} \frac{1}{\sqrt{2\pi}} dy. \]
Since \( \lim_{x \to -\infty} F(x) = 1 \), to show (5.2), it is sufficient to verify \( F'(x) \leq 0 \) for big enough \( x \). Differentiating \( F \), we get
\[ F'(x) = e^{4C|x|^2} \left[ \frac{1}{\sqrt{2\pi}} e^{-x^2/2} - \frac{8C}{x^3} \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy \right], \]
which is clearly negative when \( x \) is big enough.

Now, we assume \( x < 0 \). In this case,
\[ P_x(|B_x| > r) \geq P_0(B_x < -r - x) \geq P_0 \left( B_x < -\frac{x}{2} \right) \]
\[ = P_0 \left( B_1 < -\frac{x}{2\sqrt{\varepsilon}} \right). \]
By the same reason as above, we can choose \( \varepsilon = \frac{1}{4} \). Then, for \( \varepsilon \leq \frac{1}{4} \),
\[ P_x(|B_x| > r) \geq \int_{-\infty}^{-x} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} dy. \]
Define
\[ \hat{F}(x) = e^{4C/x^2} \int_{-\infty}^{-x} \frac{1}{\sqrt{2\pi}} e^{-y^2/2} \, dy. \]

We see that \( \hat{F}(x) = F(-x) \), which implies that \( \hat{F}(x) \geq 1 \) for big enough \( |x| \). The proof is complete. \( \square \)

**Lemma 5.3.** We have
\[
\lim_{\varepsilon \to 0} \varepsilon \log b_{\varepsilon}^{a_1, a_2, \ldots, a_n} = - \sum_{k \notin \{a_1, \ldots, a_n\}} d(\gamma_0^k, W^\varepsilon)^2. \tag{5.3}
\]

**Proof.** From the definition,
\[
\varepsilon \log b_{\varepsilon}^{a_1, a_2, \ldots, a_n} = \sum_{k \notin \{a_1, \ldots, a_n\}} \varepsilon \log P_{\gamma_0^k}(|B_k| > r).
\]

By the large deviation principle of Brownian motion, we know that
\[
\lim_{\varepsilon \to 0} \varepsilon \log P_{\gamma_0^k}(|B_k| > r) = -d(\gamma_0^k, W^\varepsilon)^2
\]

On the other hand, it follows from Lemma 5.2 that
\[
|\varepsilon \log P_{\gamma_0^k}(|B_k| > r)| \leq \frac{M}{(\gamma_0^k)^2}.
\]

Eq. (5.3) follows from the dominated convergence theorem.

Combination of Lemmas 5.3 and 5.2 gives Proposition 5.1.

**Theorem 5.4.** Let \( \gamma_0 \in \Gamma_g \). Then for any open set \( O \subset \Gamma_R \), we have
\[
\liminf_{\varepsilon \to 0} \varepsilon \ln P_{\gamma_0}(X_\varepsilon \in O) \geq -\inf_{\gamma \in O} \rho(\gamma_0, \gamma)^2.
\]

**Proof.** It is sufficient to prove
\[
\liminf_{\varepsilon \to 0} \varepsilon \ln P_{\gamma_0}(X_\varepsilon \in U) \geq -\rho(\gamma_0, \hat{\gamma})^2
\]
for any \( \hat{\gamma} \in O \). Fix such \( \hat{\gamma} \in O \). Without loss of generality, we can assume that
\[
\rho(\gamma_0, \hat{\gamma})^2 = \frac{1}{2} \sum_{i=1}^{\infty} |\gamma_i^i - \hat{\gamma}_i|^2 < \infty.
\]

Choose an increasing sequence \( W_n \) of open balls such that \( \bigcup W_n = R \) and
\[
\hat{\gamma}|_{W_n} = \sum_{i=1}^{m_n} \delta_{\gamma_i}, \quad \hat{\gamma}(\partial W_n) = 0.
\]

Let \( \delta_m \) be a sequence of positive numbers converging to zero. Set
\[
U_{n,m} = \left\{ \gamma \in \Gamma_R; \gamma(\partial W_{n,m}) = 0 \quad \gamma|_{W_n} = \sum_{i=1}^{m_n} \delta_{\gamma_i} \text{ with } \sum_{i=1}^{m_n} d(x_i, \gamma_i)^2 < \delta_m \right\}.
\]

Since \( O \) is open, there exist \( n_0, m_0 \) such that \( U_{n,m} \subset O \) for \( n \geq n_0, m \geq m_0 \).
By Proposition 5.1 it holds that for \( m > m_0, n > n_0 \) and any \( \delta_1 > 0 \),
\[
\liminf_{\varepsilon \to 0} \varepsilon \ln P_{\gamma_0}(X_c \in O) \geq \liminf_{\varepsilon \to 0} \varepsilon \ln P_{\gamma_0}(X_c \in U_{\varepsilon,m}) \geq -\frac{1}{2} \sum_{i=1}^{m_0} (\gamma_i^\varepsilon - \gamma_0^\varepsilon)^2 (1 + \delta_1) - \frac{1}{2} \left( \frac{1}{\delta_1} + 1 \right) \delta_m - \sum_{k=m_n+1}^{\infty} d(\gamma_0^\varepsilon, W_{r_k})^2.
\]

First letting \( m \to \infty \) and then \( \delta_1 \to 0 \), we obtain that
\[
\liminf_{\varepsilon \to 0} \varepsilon \ln P_{\gamma_0}(X_c \in O) \geq -\frac{1}{2} \sum_{i=1}^{m_0} (\gamma_i^\varepsilon - \gamma_0^\varepsilon)^2 - \sum_{k=m_n+1}^{\infty} d(\gamma_0^\varepsilon, W_{r_k})^2.
\]

By the choice of \( W_{r_k} \), \( d(\gamma_0^\varepsilon, W_{r_k}) \leq d(\gamma_0^\varepsilon, \gamma_k^\varepsilon) \) for \( k \geq m_n + 1 \). Hence, it follows from (5.4) that
\[
\liminf_{\varepsilon \to 0} \varepsilon \ln P_{\gamma_0}(X_c \in O) \geq -\frac{1}{2} \sum_{i=1}^{\infty} (\gamma_i^\varepsilon - \gamma_0^\varepsilon)^2 = -\rho(\gamma_0, \gamma)^2.
\]

The proof is complete. \( \Box \)

6. Large deviations of an average form

In this section, we will prove a large deviation principle of an average form for the Brownian motion on configuration space. See the related results for other type of diffusions in Aida and Zhang (1999) and Zhang (2000).

Set
\[
P_\pi(\cdot) = \int_{\Gamma_R} P_\gamma(\cdot) \, d\pi.
\]

Let \( B \) and \( C \) be any Borel subsets of \( \Gamma_R \). Define
\[
\rho(B, C) = \max \left\{ \operatorname{ess inf}_{\gamma \in B} \rho(\gamma, C), \operatorname{ess inf}_{\gamma \in C} \rho(\gamma, B) \right\}.
\]

**Theorem 6.1.** Let \( B, C \) be two Borel subsets with \( \pi(B) > 0, \pi(C) > 0 \). Then
\[
\limsup_{\varepsilon \to 0} \varepsilon \log P_\pi(X_0 \in B, X_c \in C) \leq -\rho(B, C)^2.
\]

**Proof.** We proceed as in Fang (1994) and Fang and Zhang (1999). Without loss of generality, we can assume \( \rho(B, C) > 0 \). Let \( \lambda > \rho(B, C) \). Then, \( \operatorname{ess inf}_{\gamma \in B} \rho(\gamma, C) > \lambda \) or \( \operatorname{ess inf}_{\gamma \in C} \rho(\gamma, B) > \lambda \). We assume, for example, the latter holds. This implies that there exists a Borel set \( K \subset C \) with \( \pi(K) = \pi(C) \) such that
\[
\rho(\gamma, B) > \lambda \quad \text{for all } \gamma \in K.
\]

Now fix an integer \( n > \lambda \). Define \( u(\gamma) = \rho(\gamma, B) \wedge n \). Applying Proposition 3.1 in Röckner and Schied (1999), we have \( u \in D(\varepsilon) \). Then, by the Lyons–Zheng’s decomposition (see Lyons and Zhang (1996); Lyons and Zheng (1988)), under \( P_\pi \) the following holds.
\[
u(X_s) - u(X_0) = \frac{1}{2} M_s^\nu - \frac{1}{2} (M_s^\nu(\gamma(\omega)) - M_{t-s}^\nu(\gamma(\omega))) \quad \text{for } 0 \leq s \leq t,
\]

\[ (6.2) \]
where $M^u$ is a $\mathcal{F}_t = \sigma(X_s, s \leq t)$-square integrable martingale with

$$\langle M^u \rangle_t = \int_0^t \Gamma(u, u)(X_s) \, ds \quad (6.3)$$

and $\gamma_t$ is the reverse operator such that $X_t(\gamma_t(\omega)) = \omega(t - s)$, $0 \leq s \leq t$.

Remarking that $\pi$ is an invariant measure of the diffusion process, it follows that

$$P_\pi(X_0 \in B, X_\pi \in C) = P_\pi(X_0 \in B, X_\pi \in K)$$

$$\leq P_\pi(u(X_\pi) > \lambda, u(X_0) = 0) \leq P_\pi(u(X_\pi) - u(X_0) > \lambda)$$

$$= P_\pi(M^u_{\pi} > \lambda)$$

$$\leq P_\pi(M^u_\pi > \lambda) + P_\pi(-M^u_\pi > \lambda)$$

$$= 4 \int_0^\infty \frac{1}{\sqrt{2\pi}} e^{-r^2/2} \, dr,$$  \quad (6.4)

where we have used the reversibility of the diffusion and $\langle M^u \rangle \leq t$ which follows from (6.3) and $\Gamma(u, u)(\gamma) \leq 1$. Thus we get from (6.4) that

$$\limsup_{\varepsilon \to 0} \varepsilon \log P_\pi(X_0 \in B, X_\pi \in C) \leq -\lambda^2. \quad (6.5)$$

Letting $\lambda \to \rho(B, C)$, the assertion follows.

**Theorem 6.2.** Let $B, C$ be two Borel subsets with $\pi(B) > 0$, $\pi(C) > 0$. If $B$ or $C$ is open, then

$$\liminf_{\varepsilon \to 0} \varepsilon \log P_\pi(X_0 \in B, X_\pi \in C) \geq -\rho(B, C)^2. \quad (6.6)$$

**Proof.** Assume, for example, $C$ is open. Let $\lambda = \rho(B, C)$ and $\delta > 0$. Since $\text{ess inf}_{\gamma \in B} \rho(\gamma, C) < \lambda + \delta$, there exists a compact subset $K \subset B \cap \Gamma_\gamma$ with $\pi(K) > 0$ such that $\rho(\gamma, C) < \lambda + \delta$ on $K$. For any $\gamma \in K$, applying the large deviation estimates in Theorem 5.4 it follows that

$$\liminf_{\varepsilon \to 0} \varepsilon \log P_\gamma(X_\pi \in C) \geq -\rho(\gamma, C)^2 > - (\lambda + \delta)^2. \quad (6.7)$$

Fix an arbitrary sequence $\varepsilon_n$ of positive numbers converging to zero. It suffices to show (6.6) for such sequences. First, we see that (6.7) implies

$$K \subset \bigcup_{m \geq m_0} \{ \gamma; \varepsilon_n \log P_\gamma(X_n \in C) > - (\lambda + \delta)^2 \}. \quad (6.8)$$

Thus, there exists $m_0$ such that $K_0 = \bigcap_{n \geq m_0} \{ \gamma; \varepsilon_n \log P_\gamma(X_n \in C) > - (\lambda + \delta)^2 \} \cap K$ has positive measure. Hence, by Jensen’s inequality,

$$\liminf_{n \to \infty} \varepsilon_n \log P_\pi(X_0 \in B, X_n \in C) \geq \liminf_{n \to \infty} \varepsilon_n \log P_\pi(X_0 \in K_0, X_n \in C)$$

$$= \liminf_{n \to \infty} \varepsilon_n \log \left( \int_{K_0} P_\gamma(X_n \in C) \pi(d\gamma) \right)$$

$$\leq \liminf_{n \to \infty} \varepsilon_n \log \left( \int_{K_0} P_\gamma(X_n \in C) \pi(d\gamma) \right).$$
\[ \liminf_{n \to \infty} \epsilon_n \log(\pi(K_0)) + \liminf_{n \to \infty} \epsilon_n \log \left( \frac{1}{\pi(K_0)} \int_{K_0} P_\gamma(X_{\epsilon_n} \in C)\pi(d\gamma) \right) \]
\[ \geq \liminf_{n \to \infty} \frac{1}{\pi(K_0)} \int_{K_0} \epsilon_n \log P_\gamma(X_{\epsilon_n} \in C)\pi(d\gamma). \]
By (6.8),
\[ \geq \frac{1}{\pi(K_0)} \int_{K_0} - (\lambda + \delta)^2 \pi(d\gamma) = - (\lambda + \delta)^2. \]
Since \( \delta \) is arbitrary, the theorem is proved. \( \square \)
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