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Abstract

Does inter-industry specialisation promote growth, for instance through the exploitation of economies of scale and/or comparative advantage? Is a certain type of specialisation a positive factor for growth? This paper seeks to answer such questions on the relationship between foreign trade and growth. Three indicators of foreign trade are considered, inter-industry specialisation, an index of trade dissimilarity and a comparative advantage in electronics, and are introduced as explanatory variables in growth regressions for 39 countries over 1965–1990. The results show that inter-industry specialisation and comparative advantage in electronics are a positive influence on productivity growth. Furthermore, education seems to act in complementarity with trade specialisation, reinforcing the positive effects of electronics, and interacting with trade dissimilarity for a detrimental effect on growth. © 2000 Elsevier Science B.V. All rights reserved.

Keywords: Growth; Inter-industry specialisation; Foreign trade

1. Introduction

Foreign trade and growth are interrelated through different channels. For Kaldor (1981) Thirlwall (1979) or Fagerberg (1988), international specialisation and growth are related through endogenous technical change. A certain pattern of international specialisation, which manifests itself through particular values for the income and price elasticities of foreign trade, leads to a certain pace of demand growth, which itself induces a certain rate of productivity improvement, which in turn fosters growth through a mechanism of cumulative causation. A direct consequence is that some patterns of international specialisation, associated to high income elasticities for exports for instance, are more favourable for growth than others.1

1 See also Amable (1993).
The relation between trade and growth has also been studied by new growth theory. As argued in Grossman and Helpman (1991), many of the interactions in the global economy generate forces that may accelerate growth: the exchange of technical information and more generally the diffusion of knowledge between technologically advanced countries/sectors/firms and the followers. Trade in commodities may have implications for technical progress and growth, indirectly by facilitating the exchange and generation of ideas, as well as directly, by facilitating access to a wider set of goods which will favour productivity growth. In the context of an innovation-based endogenous growth model and apart from any scale effect, trade may prevent, duplication in research and promote the differentiation of innovations (Rivera-Batiz and Romer, 1991), enhancing productivity and/or consumers’ utility.

The above theoretical considerations have had some influence on growth empirics. Some cross-country growth regressions have included trade variables as explanatory factors, in order to account for the effect of openness to trade on per capita growth. One generally finds a moderate positive relationship between growth and the ‘openness ratio’ (defined as the ratio of exports, imports or the sum of the two over GDP). After controlling for other effects, one finds that open economies have benefited from faster growth rates than countries where foreign trade plays a less important role. However, some doubts have been expressed regarding the robustness of the results and the validity of the conclusions. Other papers have focussed on trade policy variables and the potentially detrimental effects of trade restrictions on growth. Distortions to trade are usually negatively correlated with growth. The correlations do not imply that causality runs from openness to growth since high growth countries may be led to trade more or adopt trade facilitating policies, so that the actual impact of trade or trade policies on growth is difficult to assess. Frankel and Romer (1996) use an instrumental variable approach to correct for the endogeneity of trade and find a substantial positive effect of the trade share on GDP growth, lending some support to the view that openness to trade implies a higher growth rate. However, Rodriguez and Rodrik (1999) are more sceptical on the negative relationship between trade barriers and growth and concludes that the positive effects of trade openness on growth have been overstated.

From a theoretical point of view, not every effect of international trade is necessarily beneficial to growth. Openness plays also a role in the allocation of resources such as R&D and skilled labour at a world level. If international specialisation diverts a country from research and/or technology intensive industries, a country’s output may grow more slowly in an open economy context than

---

5 They determine trade shares with the help of a gravity model.
in autarchy; a dynamic loss may, in the long run, offset a static gain from specialisation. Causality between comparative advantage and growth runs both ways, in a cumulative causation between the rate of growth and the pattern of specialisation, as in the Kaldorian approach mentioned above. The evolution of international specialisation is constrained by growth, comparative advantage is endogenously determined. A typical example is that international trade leads some countries to specialise in activities with a slow growth potential. Hence, the negative link between specialisation in agriculture and economic development emphasised in the model of Matsuyama (1992).

In this context, the composition of foreign trade matters, at least, as much as openness to trade. Busson and Villa (1997) have introduced variables describing the pattern of international trade into cross-country growth regressions. The positive effect of trade on growth must then be qualified. Trade is beneficial to growth when a country is specialised in industries where world demand is strong. Specialisation in itself is not necessarily associated to a higher growth rate.

This paper proposes an empirical investigation of specialisation on growth and differs from the approach of Busson and Villa by the following aspects. As Durlauf and Johnson (1995) have shown, the hypothesis of a common growth model for a very large sample of country is strongly rejected in favour of the hypothesis of different convergence clubs. In particular, African countries follow a very different pattern from industrialised countries. As a consequence, it is dubious that one should draw any policy conclusions from results based on too large a sample of countries. The growth problems facing Europe are fundamentally different from those facing Africa. This calls for the use of a more restricted sample of countries than what is usually found in most convergence studies. In what follows, only a reduced sample of 39 countries will be considered, including OECD as well as some developing Asian and Latin American countries. Thus, the sample includes developed industrialised countries along with fast growing Asian countries and other NICs.

A panel data set will be used for the estimations, taking into account six 5-year period from 1960–1965 to 1985–1990, instead of resorting to a cross country data set as in the majority of papers on convergence. This approach exploits the time-series, as well as the cross-section dimension of the data. This allows for a dynamic specification of the growth equations, which are estimated with a generalised method of moments (GMM) which takes into account the endogeneity of some of the explanatory variables.

Finally, the competition between industrial countries is more pronounced in industries with a high technology intensity. In the recent years, international competition in electronics (for instance computers and telecommunications) has been at the centre of many economic and policy debates, particularly in Europe. If electronics is a ‘strategic’ sector, does the relative weakness of Europe in this area

---

7 See Amable and Boyer (1995)
imply a slower long-term growth? An indicator of comparative advantage in electronics is introduced in a growth regression in order to check whether a specialisation in this industry boosts growth. Another topic is whether international specialisation interacts with other determinants of growth. In particular, the effects of education on growth are assessed both separately and in interaction with the foreign trade variables. A less fundamental difference with Busson and Villa is that the endogenous; variable considered in this paper is real GDP per worker instead of real GDP per capita.

The paper is organised as follows. We first describe the variables reflecting the pattern of trade specialisation that will be introduced in the growth regressions. The estimated model is then presented in Section 3 and the results of the estimations are discussed in the following section. A brief conclusion is presented in Section 5.

2. Some indicators of trade specialisation

More precisely than the effects of international trade on growth, this paper seeks to assess the consequences of international specialisation. This calls for the implementation of specific variables. Among the three specialisation indicators considered by Busson and Villa (1997), two will be considered in this paper: the variables accounting for inter-industry specialisation and trade dissimilarity. A third indicator, not considered by Busson and Villa, reflecting comparative advantage in electronics, will be added. The first two variables reflect the structure of exports and imports of a country, using detailed industry level data. The third variable is based on the relative trade surplus of a particular activity, electronics, compared to the aggregate trade surplus.

2.1. Inter-industry specialisation

Interindustry specialisation may be said to be very high, if a country’s trade structure can be characterised by the coexistence of clearly defined ‘export’ and ‘import’ industries, irrespective of the aggregate trade surplus. A simple indicator of interindustry specialisation is the Michaely index, defined as:

\[
I_j = \frac{1}{2} \sum_{1 \leq i \leq N} \left( \frac{X_{ij}}{X_j} \frac{M_{j}}{M_{j}} \right)
\]

0 \leq I \leq 1. \(X_{ij}\) is the exports of country \(j\) in industry \(i, i \in [1, N]\). \(X_j = \sum_{1 \leq i \leq N} X_{ij}\) is total exports of country \(j\). Imports \(M\) are defined accordingly. The higher \(I\), the more trade balances are dissimilar between industries, which means that interindustry specialisation is more acute. The values of this index for most of the OECD countries are around 0.4, with the exception of Japan, New Zealand or Australia which exhibit a somewhat higher value (0.7–0.8), and France, Belgium or the UK.

---

8 Use is made of the CHELEM database, available at the Observations des Sciences et des Techniques, which has data on exports and imports for 71 different agricultural and industrial sectors.
which are characterised by a lower value (around 0.2–0.3). The case of Japan is well known in the literature on international specialisation. Latin American countries generally exhibit a strong inter-industry specialisation, as generally do less developed countries. Asian countries in general seem to be strongly specialised.

Over 1965–1990, interindustry specialisation as measured by this index decreased for every country in the sample except Norway (Fig. 1). This general pattern of decrease in interindustry specialisation is in line with what most ‘modern’ international trade theories insist on, i.e. the rising importance of intratrad industry specialisation as a consequence of increasing product differentiation. The decrease is modest for Japan, Australia, Singapore or Taiwan, but more sizeable for most continental European countries or Korea. Situation of Germany, UK and US is intermediate (Fig. 1).

2.2. Trade dissimilarity indicator

If trade specialisation allows to benefit from economies of scale or exploit a comparative advantage, one may expect that an increased specialisation should by itself lead to a higher growth rate. However, the pattern of specialisation may prove to be detrimental to growth, if specialisation is oriented toward slow growth industries, or more generally when the trade pattern of a country is at odds with that of international demand. Thus, the pattern of international demand matters in order to appreciate the specialisation of a country and its potential consequences on growth. An indicator reflecting the adequacy of a country’s trade pattern with international demand is the index of trade dissimilarity, defined as:

\[
A_j = \frac{1}{2} \sum_{1 \leq i < N} \left| \frac{X_{ji}}{X_j} - \frac{X_i}{X} \right|
\]

0 ≤ \(A_j\) ≤ 1. The trade dissimilarity indicator is higher when a country exports commodities in an industry, where international demand is relatively low. \(A_j\) is null when the export structure of a country matches exactly international demand. Large and medium-sized OECD countries have a lower dissimilarity index than less developed and smaller countries. No European country has an index of trade dissimilarity over 0.6, and nine countries of the Union are under 0.4. Latin American country show a trade pattern which is markedly dissimilar to the bulk of international trade, and Asian countries are in the mid-range values for this indicator.

This indicator decreased over the period considered for every country except the Netherlands, which has a relatively low value for this indicator, Norway and Australia (Fig. 2). Some countries have experienced large modifications of their trade structure towards the average pattern of world trade Denmark, Taiwan,
Fig. 2. Evolution of the trade dissimilarity index; 1965–1990.
Mexico, Thailand, New Zealand, the Philippines, Finland, Germany, Korea, Turkey, the UK, Spain and Brazil. One should then expect a positive effect of these transformations in their trade pattern on growth.

2.3. Comparative advantage in electronics

Electronics is the near-perfect example of a high-growth, ‘pervasive’, technology intensive activity. There are many reasons that may lead to believe that electronics in general, and information technology based industries in particular, are ‘strategic’ activities. Following its fast growth in the past decades, electronics now employs more people than the automobile industry in the US or Japan. Information and Communication Technology (ICT) goods were the fastest growing categories in international trade over the 1980 decade (Freeman, 1995). These activities have enjoyed fast rates of technological progress which, considering the ‘pervasive’ aspect of ICT, has diffused to virtually every industry and service. Since this pervasive aspect is important, rather than consider the electronics industry per se, it seems more interesting to include upstream and downstream activities in the broadly defined electronics activity considered here. This is why we resort to using the electronics ‘filière’ defined by CEPII. This electronics filière includes, besides computers and telecommunication equipments, consumer electronics, electronic components, watches, measurement instruments and optical instruments. Therefore, goods that include electronics are also present in the CEPII definition Fig. 2.

Competitiveness in electronics will be appreciated with the help of the comparative advantage indicator defined by CEPII:

\[
L_{ij} = \frac{X_{ij} - M_{ij}}{Y_j} \cdot \frac{X_{ij} + M_{ij}}{X_j + M_j} \cdot \frac{Y_j}{W(r) \cdot W(n)}
\]

\[
W(r) \cdot W(n)
\]

\[
L_{ij} = \frac{X_{ij} - M_{ij}}{Y_j} \cdot \frac{X_{ij} + M_{ij}}{X_j + M_j} \cdot \frac{Y_j}{W(r) \cdot W(n)}
\]

where \( r \) is the reference year, taken to be 1980 in what follows. \( W = X + M \) is world trade. \( L_{ij} \) is higher when the trade surplus in industry \( i \), taken relative to the GDP of country \( j \), is higher than the relative trade surplus for all commodities, considering the weight that industry \( j \) has in country \( j \)’s foreign trade. This effect is corrected for the weight that industry \( j \) has in international trade relative to a benchmark year.

Comparative advantage in electronics varies widely between the countries of our sample, with Switzerland, Japan and East-Asian countries having a high comparative advantage, whereas smaller less industrialised OECD (Australia or New Zealand) and Latin American countries exhibit a comparative disadvantage in that industry. Taking apart the special case of Ireland, the European Union countries show at best a limited comparative advantage, and more often a disadvantage.

11 The good position of Switzerland is based on its competitiveness in watches and measurement instruments.
Comparative advantage in electronics has varied sensibly over the period considered for some countries (Fig. 3). Singapore, Ireland and Korea, as well as, to a lesser extent, Israel and the Philippines, have seen their initial comparative disadvantage turn into a comparative advantage. Most European countries have seen their limited initial comparative disadvantage slightly augment. East Asian countries’ trade pattern’s evolution is clearly different from other countries’ with respect to this indicator.

3. The model

The model tested in this paper is inspired from the equations derived from the ‘augmented-Solow’ growth model which has been the workhorse of most of the papers on growth empirics.\(^{12}\) The typical cross-country catch-up equation can be written under the following form:

\[
\ln (Y_{it}) - \ln (Y_{i,t-1}) = \beta \cdot \ln (Y_{i,t-1}) + \gamma \cdot W_{it} + \eta_i + \varepsilon_{it}
\]  

(4)

where \(Y_{it}\) is per-capita GDP or, more accurately, productivity for country \(i\) in period \(t\), \(W_{it}\) is a row vector of determinants of economic growth and \(\varepsilon_{it}\) is an error term. \(\beta\) is the convergence coefficient, expected to be negative according to the neo-classical growth model. The variables in \(W_{it}\) and \(\eta_i\) are proxies for the long-run level of productivity Fig. 3.

Eq. (4) can be rewritten as:

\[
y_{it} = \bar{\beta} \cdot y_{i,t-1} + \gamma \cdot W_{it} + \varepsilon_{it}
\]  

(5)

where \(\bar{\beta} = 1 + \beta\) and \(y_{it} = \ln (Y_{it})\).

Eq. (5) is a dynamic equation, with a lagged dependant variable on the right-hand side. An estimator for such dynamic models applied to panel data has been proposed by Arellano and Bond (1988, 1991), based on the generalised method of moments (GMM). Their GMM estimator exploits all the linear moment restrictions that follow from the assumption of no serial correlation in the errors, in an equation with individual effects, lagged dependant variables and no strictly exogenous variables. This estimator has been applied to growth regressions on a panel of countries by Caselli et al. (1995) who found that their estimation of a growth regression gave a higher value for the convergence coefficient \(\beta\) than usually found in the empirical literature on growth.

The use of the GMM estimator also allows to deal with the issue of endogeneity of the regressors. From a theoretical point of view,\(^{13}\) most of the variables usually included in \(W_{it}\), such as investment, and education, are endogenous. Empirical studies seem to partly confirm the endogeneity of such variables.\(^{14}\) Likewise, foreign

\(^{12}\) See Barro and Sala-i-Martin (1995) for an exposition of convergence equations.

\(^{13}\) Reference is made here to endogenous growth models.

\(^{14}\) See for instance Verner (1995).
trade indicators can be considered as endogenous in a framework where the state of technology is not considered as given. Comparative advantage is not so much the product of endowments than the result of particular research policies, productivity differentials, etc., and therefore, evolves with growth.

Differencing Eq. (5) gives:

\[ y_{it} - y_{it-1} = \beta(y_{it-r} - y_{it-1-r}) + \gamma(W_{it} - W_{it-1}) + (\epsilon_{it} - \epsilon_{it-1}) \]  

(6)

Fig. 3. Comparative advantage in electronics.
Table 1
Trade and growth

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δy_{it}−r</td>
<td>0.869</td>
<td>0.861</td>
<td>0.910</td>
<td>0.806</td>
<td>0.855</td>
</tr>
<tr>
<td>Δi/k</td>
<td>21.1</td>
<td>27.3</td>
<td>26.8</td>
<td>25.3</td>
<td>33.3</td>
</tr>
<tr>
<td>Δedu</td>
<td>1.295</td>
<td>1.496</td>
<td>1.516</td>
<td>1.181</td>
<td>1.592</td>
</tr>
<tr>
<td>Δspec</td>
<td>-0.016</td>
<td>-0.014</td>
<td>-0.027</td>
<td>-0.008</td>
<td>-0.015</td>
</tr>
<tr>
<td>Adiss</td>
<td>-1.3</td>
<td>-1.7</td>
<td>-2.7</td>
<td>-0.8</td>
<td>-2.4</td>
</tr>
<tr>
<td>ΔACelec</td>
<td>-0.225</td>
<td>-0.225</td>
<td>-0.225</td>
<td>-0.225</td>
<td>-0.225</td>
</tr>
<tr>
<td>M2</td>
<td>-0.402</td>
<td>-0.162</td>
<td>-0.959</td>
<td>-0.959</td>
<td>-0.959</td>
</tr>
<tr>
<td>Sargan test</td>
<td>20.7 (18)</td>
<td>27.8 (23)</td>
<td>25.3 (23)</td>
<td>28.3 (23)</td>
<td>29.1 (27)</td>
</tr>
<tr>
<td>No. of obs.</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
</tr>
</tbody>
</table>

* Dependant variable, y_{it}−y_{it−r}. T-statistics are given under the value of the estimated coefficients.

Differencing allows to drop the individual effects. The above equation will be estimated in what follows, with different specifications for the explanatory variables W_{it}. Data sources are described in Appendix A.

4. The results

The dependant variable is Δy_{it}−y_{it−r}, the first difference of the logarithm of real GDP per worker, r = 5. Following the ‘augmented Solow’ model, the most immediate variables considered for inclusion as explanatory variables in a growth regression are education and investment. The first education variable to be considered in this paper is the average number of years of secondary schooling of the total population. The investment variable is the ratio of investment to capital stock, i.e. the renewal rate of the capital stock. The inclusion of this term in the regressions can be justified on several grounds. First, it comes as a near-direct consequence of a specification of a production function with capital included as a production factor. Second, it could be interpreted as a consequence of a technical progress function in the spirit of Kaldor (1957) or Kaldor and Mirlees (1962). When technological progress is embodied in equipment, the renewal rate of capital influences positively the rate of productivity growth. More generally, the investment rate (or its variation) can be interpreted as a proxy for various factors influencing technical progress, either learning by doing15 or innovation. It would have been interesting to include more specific variables representing innovation or research and development, but data availability prevented a more precise investigation of the effects of technical progress.

15 Arrow (1962).
The first results are presented in Table 1. Regression (1) shows that the coefficients on the lagged productivity and investment variables turn up with the expected sign. Since $\beta_0$ is positive and inferior to 1, $\beta$ is negative, so that a (conditional) convergence effect is present. The coefficient for the education variable is neither significant nor has the expected sign. One notices that the impact of the investment variable is quite strong. A difference of one percentage point in the investment to capital stock ratio gives a difference of over one percentage point in the annual productivity growth rate.

Regression (2) adds the international specialisation variable. The coefficient for that variable is positive and significant. This implies that the mere fact of being specialised in foreign trade is good for productivity growth, irrespective of the precise specialisation that the country has adopted. This contrasts with the results found by Busson and Villa (1997) with cross-country regressions for 98 countries, where the specialisation variable had a significantly negative effect on growth. Regression (3) includes the dissimilarity variable, which surprisingly appears with a significant, positive coefficient. This is again at odds with the results of Busson and Villa, who found a significantly negative impact of trade dissimilarity in their estimations. One notices that the education variable now significantly contributes negatively to productivity growth. This counter-intuitive result sometimes appear when one uses panel data instead of a cross-section of countries. Basically, education levels have increased in all countries over the period considered, but relatively more in some developed countries than in most developing countries. Therefore, this variable does not exhibit a convergence favouring pattern, which explains its lack of significance or its negative contribution.

Regression (4) shows that a comparative advantage in electronics seems to have a positive effect on productivity growth. This complements the findings of regression (3). If specialisation matters, it does not imply that any specialisation is equivalent for growth. Regression (5) tests the inclusion of all three foreign trade variables. The effects of the extra variables on the coefficients for lagged productivity differentials, investment and education variables are minor. Both the specialisation and the comparative advantage in electronics variables turn up with positive and significant coefficients. Once the effect of specialisation is controlled for, a comparative advantage in electronics appears as a positive influence on productivity growth. The trade dissimilarity variable fails to appear with a significant coefficient.

The seemingly negative impact of education on productivity growth is somewhat unsatisfactory. It runs against most growth theories as well as common sense. One must nevertheless not forget that the sample of countries excludes most third world countries where one should expect the marginal impact of an increase in the education level to be the largest. Among the restricted sample of countries chosen here, a rather crude indicator of education such as the one used so far may not be enough to reflect the efficiency of the different national education and training systems. It is possible to exhibit a positive effect of education on productivity growth.

---

16 See Berthélemy et al. (1996) on this issue.
growth when one takes an alternative indicator. Regressions in Table 2 include the percentage of the population that has completed secondary schooling as the education variable. This time, the contribution of education is significantly positive in most cases, but has a somewhat limited impact on the growth of productivity. The dissimilarity variable turns up with a significant positive sign. The positive influence of a specialisation in electronics is confirmed.

In order to assess more clearly whether the effect of education on productivity growth can be positive, the alternative variable (the percentage of the population that has completed secondary schooling) is kept in the following regressions. Regression (1) in Table 2 shows that, when included alone, the effect of this variable is positive but not significant. Attempts to include other education variables (higher education for instance) were not met with more success. As in the previous regressions, specialisation and a comparative advantage in electronics exert a positive influence on productivity growth.

It may be so that education has not only a direct effect on productivity growth, but an indirect effect as well. This indirect effect may travel through many channels, but one is of particular interest here, the channel of international specialisation. A high level of schooling may exert positive or negative effects in interaction with a certain pattern of international specialisation. For instance, a specialisation oriented towards electronics may be more or less beneficial to growth according to the level of education of the labour force. This latter indicator would in fact partly reflect the ‘quality’ of the specialisation. In electronics, for instance, whether a high comparative advantage simply reflects the domestic presence of many assembly lines of electronics goods. The nature of the electronics activities present in one

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta y_{it} - r$</td>
<td>0.904</td>
<td>0.887</td>
<td>0.901</td>
<td>0.829</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>32.1</td>
<td>31.0</td>
<td>32.8</td>
<td>36.5</td>
<td>26.2</td>
</tr>
<tr>
<td>$\Delta i/k$</td>
<td>1.363</td>
<td>1.392</td>
<td>1.372</td>
<td>1.056</td>
<td>1.601</td>
</tr>
<tr>
<td></td>
<td>26.5</td>
<td>14.5</td>
<td>14.5</td>
<td>9.9</td>
<td>16.8</td>
</tr>
<tr>
<td>$\Delta edu$</td>
<td>0.002</td>
<td>0.001</td>
<td>0.0002</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>3.8</td>
<td>0.5</td>
<td>4.5</td>
<td>2.6</td>
</tr>
<tr>
<td>$\Delta spec.$</td>
<td>–</td>
<td>0.246</td>
<td>–</td>
<td>–</td>
<td>0.155</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>7.2</td>
<td>–</td>
<td>–</td>
<td>3.1</td>
</tr>
<tr>
<td>$\Delta diss.$</td>
<td>–</td>
<td>–</td>
<td>0.158</td>
<td>–</td>
<td>0.117</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>3.9</td>
<td>–</td>
<td>2.5</td>
</tr>
<tr>
<td>$\Delta ACelec$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.012</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>6.6</td>
<td>3.9</td>
</tr>
<tr>
<td>$\rho_2$</td>
<td>0.246</td>
<td>0.665</td>
<td>0.322</td>
<td>0.509</td>
<td>0.857</td>
</tr>
<tr>
<td>Sargan test</td>
<td>29.7 (26)</td>
<td>29.7 (29)</td>
<td>28.3 (28)</td>
<td>26.9 (28)</td>
<td>29.4 (27)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
<td>117</td>
</tr>
</tbody>
</table>

* Dependant variable, $y_{it} - y_{it-1}$ T-statistics are given under the value of the estimated coefficients. * The education variable is the percentage of the population that have completed secondary schooling.
country is expected to have influences on the type of positive spillovers associated with these activities. Low skill-intensive activities may reasonably be expected to give less positive growth spillovers than high skill-intensive ones. Likewise, one may expect spillovers associated with electronics or another type of specialisation to be all the more influential for productivity growth that the population or the labour force has a high level of schooling.\(^{17}\) Therefore, it seems interesting to take into account explicitly the interactions between the level of education of the labour force and international specialisation indicators.

Regressions in Table 3 show the effects of interaction between education and trade variables on productivity growth. A trade structure dissimilar to World trade structure is a negative factor for growth when associated with a high level of schooling of the population. In fact, it is only in complementarity with a high level of schooling that trade dissimilarity appears to have negative effects on productivity growth. Likewise, a higher level of education reinforces the positive effects of a trade specialisation oriented towards electronics. The specialisation variable (the Michaely index) has a positive effect except in regression (5), when the education variable is taken out of the regression. It seems, therefore, difficult to assess the precise effect of trade specialisation on productivity growth without specifying more precisely the pattern of specialisation.

---

\(^{17}\) This is related to the discussion concerning ‘institutional complementarity’ and the notion of ‘institutional comparative advantage’ Amable (2000).
5. Conclusion

This paper has tested the impact of the pattern of foreign trade on growth using three different variables reflecting the pattern of international specialisation of a country. The results are that international specialisation matters for growth. Countries whose foreign trade structure is more specialised at the inter-industry level have enjoyed a faster productivity growth than less specialised countries. This would tend to give support to the traditional argument, concerning the gains from trade and the consequences on resources reallocation. This result differs from the findings of Busson and Villa (1997), who found a negative influence of inter-industry specialisation on growth. Their study concerns a large and heterogeneous sample of 98 countries and they perform cross-country OLS regressions, whereas this paper considers a smaller sample of 39 countries using the time series dimension with a dynamic panel data estimator, accounting for endogeneity of the regressors. Controlling for other effects, trade specialisation has a positive influence on growth.

The positive influence of inter-industry specialisation does not mean that one pattern of specialisation is as good as any. The issue of the growth impact of a specialisation in electronics has haunted many debates on technology and trade policies in Europe over the past decade. Since Europe in general appears to lack a clear comparative advantage in electronics and ICT, the risk is to be stuck in a specialisation in activities which have a low growth prospect and to experience delay in implementing the new production techniques which includes these new technologies. This debate may be simply summed up in the non equivalence between ‘make’ and ‘buy’ as far as new technologies are concerned. One notices for instance that the diffusion of new technologies is very often faster in countries which produce these technologies.

The empirical results presented in this paper make a modest contribution to this debate by showing that countries which are more specialised in electronics, or more accurately, which have a comparative advantage in electronics, have benefited from a productivity growth advantage over countries with a comparative disadvantage in that group of industries. The estimations reported in this paper imply that the advantage enjoyed by countries with a comparative advantage in electronics could be as high as 0.5 percentage points for the annual rate of productivity growth. This lends some support to the view that electronics is a ‘strategic’ branch of activity. In this respect, European countries are at a disadvantage when compared with Japan and East-Asian countries.

The second and related topic addressed in the present paper is the complementarity between education and the structure of foreign trade, which corresponds in a way to a certain pattern of ‘institutional complementarity’. Testing for the effect of trade indicators in interaction with education, and in spite of the lack of accuracy of the education indicator used above, the results show that education has complementary effects with comparative advantage in electronics and the trade dissimilarity index. A higher degree of schooling reinforces the positive effects of a foreign trade specialisation oriented towards electronics, whereas it exerts negative
effects in interaction with a trade structure dissimilar to that of world trade. Without stretching the argument too far, this result would call for caution in the implementation of industrial policy in favour of electronics. The presence of other influencing factors, in this case a sufficiently high level of education of the workforce, may be a prerequisite for the possible success of such policies.
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Appendix A

Data sources.
List of countries.
The sample consists of:

- 22 OECD countries: US, Japan, Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, The Netherlands, Norway, Portugal, Spain, Switzerland, Sweden, Mirkey, United Kingdom, Australia, New Zealand and Canada. (14 of them belong to the European Union).
- Eight Latin American countries: Mexico\(^{19}\), Argentina, Brazil, Chile, Columbia, Ecuador, Peru and Venezuela.
- Eight Asian countries: Korea\(^{19}\), Singapore, Taiwan, India, Indonesia, Philippines, Malaysia and Thailand.
- Israel.

Dummy variables distinguish the countries in three groups: OECD countries and Israel, Latin American countries, Asian countries.

The evolution of real GDP per worker is shown in the above Figure, where countries are ranked according to their level in 1960. The catch-up of European countries can be seen mostly on the right hand side of the figure, where it appears that gaps between countries and the USA have been partially bridged. The left hand side of the figure shows more diversity in the evolution of countries, some having experienced fast growth while others have lagged behind. The change in (economic) hierarchy is clearly noticeable.

List of variables.

---

\(^{19}\) One may note that Mexico belongs to the OECD, so that a total of 23 countries from the OECD are in the sample. However, it seemed more accurate to classify it as a Latin American country.

\(^{19}\) Korea will join OECD after ratification.
Fig. 4. Real GDP per capita at 1985 prices in 1980 and 1990.

y, real GDP per worker (1985 international prices), from the Penn World Tables version 5.6.

\(i/k\), Investment to capital stock (constant 1987 local prices), from the data base of Nehru and Dhareshwar (1993).

edu, Either the average years of secondary schooling of the total population or the percentage of ‘secondary schooling complete’ in the total population, from the data base of Barro and Lee (1993).

noedu, log of \(1 + \) the percentage of ‘no schooling’ in the total population, from the data base of Barro and Lee (1993).

spec, diss and ACelec are defined in the text, computed from the CHELEM international trade database (CEPII). Data start in 1967. For the 1960–1965 period, the value of the indicator in 1967 was used as a proxy. The average value over 1967–1970 was used as a proxy for the 1965–1970 period.

Estimation.

The equation estimated in this paper is the following:

\[
y_{it} - y_{it-r} = \beta (y_{it-r} - y_{it-2r}) + \gamma (W_{it} - W_{it-r}) + (u_{it} - u_{it-r}) \tag{7}\]

There is no country-specific effect anymore with differentiation. The two-step method of Arellano and Bond (1988) constructs an instrumental variable matrix using all the linear moments restrictions. Lagged values of the dependant variable and the explanatory variables are be used as instruments. \(y_{it0}\) and \(W_{it0}\) are valid instruments for the equation where \(y_{it-r}\) is estimated. Then, \(y_{it0}, W_{it0}, y_{it-r}\), and \(W_{it-r}\), can be used in the equation where \(y_{it-2r}\) is estimated, etc.

The \(m_2\) statistic is based on the residuals from the first-difference equation and tests for second order serial correlation. First differencing induces first-order serial correlation even when the error terms in level is a white noise disturbance. The validity of the instruments is checked with the help of a Sargan test of overidentifying restrictions.

The instrument set used for the estimations includes all available linear moment restrictions involving lagged values of the dependant variable in addition to time dummies and dummies distinguishing OECD countries, Latin American countries, Asian ‘Tigers’ (Korea, Singapore and Taiwan), other Asian countries and non-OECD European countries. In addition, a subset of valid moment restrictions involving lagged explanatory variables (investment ratio, education variable or trade specialisation variables) is added. None of the explanatory variables are treated as exogenous. Estimations are performed with time and the other aforementioned dummies added. Explanatory variables are lagged one period (Fig. 4).
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