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This packet switching book mainly targets high-speed packet networking. As Internet traffic grows exponentially, there is a great need to build multi-
terabit Internet protocol (IP) routers, asynchronous transfer mode (ATM)
switches, multiprotocol label switch (MPLS) switches, and optical switches.

Packet switching technologies have been investigated and researched
intensively for almost two decades, but there are very few appropriate
textbooks describing it. Many engineers and students have to search for
technical papers and read them in an ad hoc manner. This book is the first
that explains packet switching concepts and implementation technologies in
broad scope and great depth.

This book addresses the basics, theory, architectures, and technologies to
implement ATM switches, IP routers, and optical switches. The book is
based on the material that Jonathan has been teaching to the industry and
universities for the past decade. He taught a graduate course “Broadband
Packet Switching Systems” at Polytechnic University, New York, and used
the draft of the book as the text. The book has incorporated feedback from
both industry people and college students.

The fundamental concepts and technologies of packet switching described
in the book are useful and practical when designing IP routers, packet
switches, and optical switches. The basic concepts can also stand by them-
selves and are independent of the emerging network platform, for instance,
IP, ATM, MPLS, and IP over wavelength-division multiplexing (WDM).

ATM switching technologies have been widely used to achieve high speed
and high capacity. This is because ATM uses fixed-length cells and the
switching can be implemented at high speed with synchronous hardware
logics. Although most of low-end to medium-size IP routers do not use the same hardware-based technologies as those of ATM switches, next-generation backbone IP routers will use the ATM switching technologies (although the cell size in the switch core of IP routers may be different from that of ATM cells). The switching technologies described in this book are common to both ATM switches and IP routers. We believe that the book will be a practical guide to understand ATM switches and IP routers.

AUDIENCE

This book can be used as a reference book for industry people whose job is related to ATM/IP/MPLS networks. Engineers from network equipment and service providers can benefit from the book by understanding the key concepts of packet switching systems and key techniques of building a high-speed and high-capacity packet switch. This book is also a good text for senior and graduate students in electrical engineering, computer engineering, and computer science. Using it, students will understand the technology trend in packet networks so that they can better position themselves when they graduate and look for jobs in the high-speed networking field.

ORGANIZATION OF THE BOOK

The book is organized as follows.

- Chapter 1 introduces the basic structure of ATM switching systems and IP routers. It discusses the functions of both systems and their design criteria and performance requirements.
- Chapter 2 classifies packet switching architectures into different categories and compares them in performance and implementation complexity. It also covers terminologies, concepts, issues, solutions, and approaches of designing packet switches at a high level so that readers can grasp the basics before getting into the details in the following chapters.
- Chapter 3 discusses the fundamentals of input-buffered switches. Switches with input and output buffering are also described in this chapter. We show the problems of input-buffered switches, and present the techniques and algorithms that have been proposed to tackle the problems.
- Chapter 4 discusses the shared-memory switches, which have been widely used in industry because of their high performance and small buffers. We describe the operation principles of the shared-memory switches in detail.
Chapter 5 discusses banyan-family switches, which have attracted many researchers for more than two decades as components of interconnection networks. We discuss the theory of the nonblocking property of Batcher–banyan switches and describe several example architectures in detail.

Chapter 6 discusses several switches based on the knockout principle. Their implementation architectures are described in detail.

Chapter 7 describes a scalable multicasting switch architecture and a fault-tolerant switch. The latter is very important for a reliable network but has not been received much attention. We discuss the architectures and algorithms for building such switches.

Chapter 8 discusses a scalable crosspoint-buffered switch architecture with a distributed-contention control scheme. We also describe how to support multiple quality-of-service (QoS) classes in the switch.

Chapter 9 discusses an input–output-buffered switch, called the tandem-crosspoint switch, that fully utilizes current CMOS technologies.

Chapter 10 discusses multi-stage Clos-network switches, which are attractive because of their scalability. It presents the properties of Clos networks and introduces several routing algorithms in the Clos network.

Chapter 11 describes optical switch architectures in both all-optical and optoelectronic approaches. Several design examples are described.

Chapter 12 introduces mobility-support ATM switches. It also discusses wireless ATM protocols and surveys several proposed wireless ATM systems.

Chapter 13 discusses fast IP route lookup approaches, which have been proposed over the past few years. Their performance and implementation complexity are described.
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CHAPTER 1

INTRODUCTION

The scalable and distributed nature of the Internet continuously contributes to a wild and rapid growth of its population, including the number of users, hosts, links, and emerging applications. The great success of the Internet thus leads to exponential increases in traffic volumes, stimulating an unprecedented demand for the capacity of the core network.

Network providers therefore face the need of providing a new network infrastructure that can support the growth of traffic in the core network. Advances in fiber throughput and optical transmission technologies have enabled operators to deploy capacity in a dramatic fashion. However, the advancement in packet switch/router technologies is rather slow, so that it is still not able to keep pace with the increase in link transmission speed.

Dense-wavelength-division-multiplexing (DWDM) equipment is installed on each end of the optical fiber to multiplex wavelengths (i.e., channels) over a single fiber. For example, a 128-channel OC-192 (10 Gbit/s) DWDM system can multiplex the signals to achieve a total capacity of 1.2 Tbit/s. Several vendors are expected to enter trials for wide area DWDM networks that support OC-768 (40 Gbit/s) for each channel in the near future.

Another advanced optical technology that is being deployed in the optical network is the optical cross connect (OXC) system. Since the optical-to-electrical-to-optical conversions do not occur within the system, transmission interfaces are transparent. The OXC System is based on the microelectromechanical systems (MEMS) technology, where an array of hundreds or thousands of electrically configurable microscopic mirrors is fabricated on a
single substrate to direct light. The switching scheme is based on freely moving mirrors being rotated around micromachined hinges with submillisecond switching speed. It is rate- and format-independent.

As carriers deploy fiber and DWDM equipment to expand capacity, terabit packet switching technologies are required to aggregate high-bit-rate links while achieving higher utilization on the links. Although OXC systems have high-speed interfaces (e.g., 10 or 40 Gbit/s) and large switching capacity (e.g., 10–40 Tbit/s), the granularity of the switching is coarse, e.g., 10 or 40 Gbit/s. As a result, it is required to have high-speed and large-capacity packet switches/routers to aggregate lower-bit-rate traffic to 10 or 40 Gbit/s links. The aggregated traffic can be delivered to destinations through DWDM transmission equipment or OXC systems. The terabit packet switches that are critical elements of the Internet network infrastructure must have switch fabric capable of supporting terabit speeds to eliminate the network bottlenecks. Core terabit switches/routers must also deliver low latency and guaranteed delay variance to support real-time traffic. As a result, quality-of-service (QoS) control techniques, such as traffic shaping, packet scheduling, and buffer management, need to be incorporated into the switches/routers.

Asynchronous transfer mode (ATM) is revolutionizing the telecommunications infrastructure by transmitting integrated voice, data, and video at very high speed. The current backbone network mainly consists of ATM switches and IP routers, where ATM cells and IP packets are carried on an optical physical layer such as the Synchronous Optical Network (SONET). ATM also provides different QoS requirements for various multimedia services. Readers who are interested in knowing the SONET frame structure, the ATM cell format, and the functions associated with SONET/ATM layers are referred to the Appendix.

Along with the growth of the Internet, IP has become the dominant protocol for data traffic and is making inroads into voice transmission as well. Network providers recognize the cost savings and performance advantages of converging voice, data, and video services onto a common network infrastructure, instead of an overlayered structure. Multi-protocol label switching (MPLS) is a new technology combining the advantageous features of the ATM network, short labels and explicit routing, and the connectionless datagram of the IP network. The MPLS network also provides traffic engineering capability to achieve bandwidth provisioning, fast restoration, load balancing, and virtual private network (VPN) services. The so-called label switching routers (LSRs) that route packets can be either IP routers, ATM switches, or frame relay switches. In this book, we will address the issues and technologies of building a scalable switch/router with large capacity, e.g., several terabits per second.

In the rest of this chapter, we briefly describe the ATM network, ATM switch systems, IP router systems, and switch design criteria and performance requirements.
1.1 ATM SWITCH SYSTEMS

1.1.1 Basics of ATM Networks

ATM protocol corresponds to layer 2 as defined in the open systems interconnection (OSI) reference model. ATM is connection-oriented. That is, an end-to-end connection (or virtual channel) needs to be set up before routing ATM cells. Cells are routed based on two important values contained in the 5-byte cell header: the virtual path identifier (VPI) and virtual channel identifier (VCI), where a virtual path consists of a number of virtual channels.

The number of bits allocated for a VPI depends on the type of interface. If it is the user network interface (UNI), between the user and the first ATM switch, 8 bits are provided for the VPI. This means that up to $2^8 = 256$ virtual paths are available at the user access point. On the other hand, if it is the network node interface (NNI), between the intermediate ATM switches, 12 bits are provided for the VPI. This indicates that there are $2^{12} = 4096$ possible virtual paths between ATM switches. In both UNI and NNI, there are 16 bits for the VCI. Thus, there are $2^{16} = 65,536$ virtual channels for each virtual path.

The combination of the VPI and the VCI determines a specific virtual connection between two ends. Instead of having the same VPI/VCI for the whole routing path, the VPI/VCI is determined on a per-link basis and changes at each ATM switch. Specifically, at each incoming link to a switch node, a VPI/VCI may be replaced with another VPI/VCI at the output link with reference to a table called a routing information table (RIT) in the ATM switch. This substantially increases the possible number of routing paths in the ATM network.

The operation of routing cells is as follows. Each ATM switch has its own RIT containing at least the following fields: old VPI/VCI, new VPI/VCI, output port address, and priority field (optional). When an ATM cell arrives at an input line of the switch, it is split into the 5-byte header and the 48-byte payload. By using the VPI/VCI contained in the header as the old VPI/VCI value, the switch looks in the RIT for the arriving cell’s new VPI/VCI. Once the match is found, the old VPI/VCI value is replaced with the new VPI/VCI value. Moreover, the corresponding output port address and priority field are attached to the 48-byte payload of the cell, before it is sent to the switch fabric. The output port address indicates to which output port the cell should be routed. There are three modes of routing operations within the switch fabric: the unicast mode refers to the mode in which a cell is routed to a specific output port, the multicast mode refers to the mode in which a cell is routed to a number of output ports, and the broadcast mode refers to the mode in which a cell is routed to all output ports. In the unicast mode, $\log_2 N$ bits, where $N$ is the number of input/output ports, are sufficient to indicate any possible output port. However, in the multicast/broadcast modes, $N$ bits, each associated with a particular output...
port, are needed in a single-stage switch. The priority field enables the switch to selectively transmit cells to the output ports or discard them when the buffer is full, according to service requirements.

ATM connections either are preestablished through provisioning or are set up dynamically on demand using signaling, such as UNI signaling and private network–network interface (PNNI) routing signaling. The former is referred to permanent virtual connections (PVCs), while the latter is referred to switched virtual connections (SVCs). For SVCs, the RIT is updated by a call processor during the call setup, which finds an appropriate routing path between the source and the destination. The VPI/VCI of every link along the path, the output port addresses of the switches, and the priority field are determined and filled into the table by the call processor. The call processor has to ensure that at each switch, the VPI/VCI of the cells coming from different connections but going to the same output port are different. In practice, there is a call processor for every ATM switch. For simplicity, Figure 1.1 just shows a call processor to update the RIT of each switch in a conceptual way.

With respect to Figure 1.1, once a call setup is completed, the source starts to send a cell whose VPI/VCI is represented by \( W \). As soon as this cell arrives at the first ATM switch, the entries of the table are searched. The matched entry is found with a new VPI/VCI \( X \), which replaces the old VPI/VCI \( W \). The corresponding output port address (whose value is 100) and the priority field are attached to the cell so that the cell can be routed to output port 100 of the first switch. At the second ATM switch, the VPI/VCI of the cell whose value is \( X \) is updated with a new value \( Y \). Based on the output port address obtained from the table, the incoming cell is routed to
output port 10. This operation repeats in other switches along the path to the destination. Once the connection is terminated, the call processor deletes the associated entries of the routing tables along the path.

In the multicast case, a cell is replicated into multiple copies and each copy is routed to an output port. Since the VPI/VCI of each copy at the output port can be different, VPI/VCI replacement usually takes place at the output instead of the input. As a result, the routing table is usually split into two parts, one at the input and the other at the output. The former has two fields in the RIT: the old VPI/VCI and the N-bit routing information. The latter has three fields in the RIT: the input port number, the old VPI/VCI, and the new VPI/VCI. The combination of the input port number and the old VPI/VCI can uniquely identify the multicast connection and is used as an index to locate the new VPI/VCI at the output. Since multiple VPI/VCIs from different input ports can merge to the same output port and have the identical old VPI/VCI value, it thus has to use extra information as part of the index for the RIT. Using the input port number is a natural and easy way.

1.1.2 ATM Switch Structure

Figure 1.2(a) depicts a typical ATM switch system model, consisting of input port controllers (IPCs), a switch fabric, and output port controllers (OPCs). In practice, the IPC and the OPC are usually built on the same printed circuit board, called the line interface card (LIC). Multiple IPCs and OPCs can be built on the same LIC. The center switch fabric provides interconnections between the IPCs and the OPCs. Figure 1.2(b) shows a chassis containing a power supply card, a CPU card to perform operation, administration, and maintenance (OAM) functions for the switch system, a switch fabric card, and multiple LICs. Each LIC has a transmitter (XMT) and a receiver (RCV).

As shown in Figure 1.3(a), each IPC terminates an incoming line and extracts cell headers for processing. In this example, optical signals are first converted to electrical signals by an optical-to-electrical (O/E) converter and then terminated by an SONET framer. Cell payloads are stored in a first-in, first-out (FIFO) buffer, while headers are extracted for routing processing. Incoming cells are aligned before being routed in the switch fabric, which greatly simplifies the design of the switch fabric. The cell stream is slotted, and the time required to transmit a cell across to the network is a time slot.

In Figure 1.3(b), cells coming from the switch fabric are stored in a FIFO buffer.\(^1\) Routing information (and other information such as a priority level,\(^1\) for simplicity, here we use a FIFO for the buffer. To meet different QoS requirements for different connections, some kind of scheduling policies and buffer management schemes may be applied to the cells waiting to be transmitted to the output link. As a result, the buffer may not be as simple as a FIFO.
if any) will be stripped off before cells are written to the FIFO. Cells are then carried in the payload of SONET frames, which are then converted to optical signals through an electrical-to-optical (E/O) converter.

The OPC can transmit at most one cell to the transmission link in each time slot. Because cells arrive randomly in the ATM network, it is likely that more than one cell is destined for the same output port. This event is called output port contention (or conflict). One cell will be accepted for transmission, and the others must be either discarded or buffered. The location of the buffers not only affects the switch performance significantly, but also affects the switch implementation complexity. The choice of the contention resolution techniques is also influenced by the location of the buffers.

There are two methods of routing cells through an ATM switch fabric: self-routing and label routing. In self-routing, an output port address field ($A$) is prepended to each cell at the input port before the cell enters to the switch.
This field, which has $\log_2 N$ bits for unicast cells or $N$ bits for multicast/broadcast cells, is used to navigate the cells to their destination output ports. Each bit of the output port address field is examined by each stage of the switch element. If the bit is 0, the cell is routed to the upper output of the switch element. If the bit is 1, it is routed to its lower output.

As shown in Figure 1.4, a cell whose output port address is 5 (101) is routed to input port 2. The first bit of the output port address (1) is examined by the first stage of the switch element. The cell is routed to the lower output and goes to the second stage. The next bit (0) is examined by the second stage, and the cell is routed to the upper output of the switch element. At the last stage of the switch element, the last bit (1) is examined and the cell is routed to its lower output, corresponding to output port 5. Once the cell arrives at the output port, the output port address is removed.

In contrast, in label routing the VPI/VCI field within the header is used by each switch module to make the output link decision. That is, each switch module has a VPI/VCI lookup table and switches cells to an output link according to the mapping between VPI/VCI and input/output links in the table. Label routing does not depend on the regular interconnection of switching elements as self-routing does, and can be used arbitrarily wherever switch modules are interconnected.
1.2 IP ROUTER SYSTEMS

The Internet protocol corresponds to layer 3 as defined in the OSI reference model. The Internet, as originally conceived, offers best-effort data delivery. In contrast to ATM, which is a connection-oriented protocol, IP is a connectionless protocol. A user sends IP packets to IP networks without setting up any connection. As soon as a packet arrives at an IP router, the router decides to which output link the packet is to be routed, based on its IP address in the packet overhead, and transmits it to the output link.

To meet the demand for QoS for IP networks, the Internet Engineering Task Force (IETF) has proposed many service models and mechanisms, including the integrated services/resource reservation protocol (RSVP) model, the differentiated services (DS) model, MPLS, traffic engineering, and constraint-based routing [2]. These models will enhance today's IP networks to support a variety of service applications.

1.2.1 Functions of IP Routers

IP routers' functions can be classified into two categories, datapath functions and control functions [1].

The datapath functions are performed on every datagram that passes through the router. These include the forwarding decision, switching through the backplane, and output link scheduling. When a packet arrives at the forwarding engine, its destination IP address is first masked by the subnet mask (logical AND operation), and the resulted address is used to look up the forwarding table. A so-called longest-prefix matching method is used to find the output port. In some application, packets are classified based on the combined information of IP source/destination addresses, transport layer...
port numbers (source and destination), and type of protocol: total 104 bits. Based on the result of classification, packets may be either discarded (firewall application) or handled at different priority levels. Then, the time-to-live (TTL) value is decremented and a new header checksum is calculated. Once the packet header is used to find an output port, the packet is delivered to the output port through a switch fabric. Because of contention by multiple packets destined for the same output port, packets are scheduled to be delivered to the output port in a fair manner or according to their priority levels.

The control functions include the system configuration, management, and exchange of routing table information. These are performed relatively infrequently. The route controller exchanges the topology information with other routers and constructs a routing table based on a routing protocol (e.g., RIP and OSPF). It can also create a forwarding table for the forwarding engine. Since the control function is not processed for each arriving packet, it does not have a speed constraint and is implemented in software.

1.2.2 Architectures of IP Routers

1.2.2.1 Low-End Routers  In the architecture of the earliest routers, the forwarding decision and switching function were implemented in a central CPU with a shared central bus and memory, as shown in Figure 1.5. These functions are performed based on software. Since this software-based structure is cost-effective, it is mainly used by low-end routers. Although CPU performance has improved with time, it is still a bottleneck to handle all the packets transmitted through the router with one CPU.
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1.2.2.2 Middle-Size Routers  To overcome the limitation of one central CPU, medium-size routers use router structure where each line card has a CPU and memory for packet forwarding, as shown in Figure 1.6. This structure reduces the central CPU load, because incoming packets are processed in parallel by the CPU associated with each line card, before they are sent through the shared bus to the central CPU and finally to the memory of the destined output line card. However, when the number of ports and the port speed increase, this structure still has a bottleneck at the central CPU and shared bus.

1.2.2.3 High-End Routers  In current high-performance routers, the forwarding engine is implemented in each associated ingress line card, and the switching function is implemented by using switch-fabric boards. As shown in Figure 1.7, a high-performance router consists of a route controller, forwarding engine, switch fabric, and output port scheduler. In this structure, multiple line cards can communicate with each other. Therefore, the router throughput is improved.

Once a packet is switched from an ingress line card to an egress line card, it is usually buffered at the output port that is implemented in the egress line card. This is because multiple packets may be destined for the same output port at the same time. Only one packet can be transmitted to the network at any time, and the rest of them must wait at the output buffer for the next transmission round. In order to provide differentiated service for different flows, it is necessary to schedule packets according to their priority levels or the allocated bandwidth. There may also be some buffer management, such as random early detection (RED), to selectively discard packets to achieve certain goals (e.g., desynchronizing the TCP flows). How to deliver packets from the forward engines to the output ports through the switch fabric is one of main topics to be discussed in this book.
For high-performance routers, datapath functions are most often implemented in hardware. If any datapath function cannot be completed in the interval of the minimum packet length, the router will not be able to operate at so-called wire speed, nor accommodate all arriving shortest packets at the same time.

Packets can be transferred across the switch fabric in small fixed-size data units, or as variable-length packets. The fixed-size data units are called cells they do not have to be the same length as in ATM, 53 bytes. For the former case, each variable-length packet is segmented into cells at the input ports of the switch fabric and reassembled to that packet at the output ports. To design a high-capacity switch fabric, it is highly desirable to transfer packets in cells, for the following reasons. Due to output port contention, there is usually an arbiter to resolve contention among the input packets (except for output-buffered switches, since all packets can arrive at the same output port simultaneously—though, due to the memory speed constraint, the switch capacity is limited). For the case of delivering cells across the switch fabric, scheduling is based on the cell time slot. At the beginning of a time slot, the arbiter will determine which inputs’ cells can be sent to the switch fabric. The arbitration process is usually overlapped (or pipelined) with the cell transmission. That is, while cells that are arbitrated to be winners in last time slot are being sent through the switch fabric in the current time slot, the arbiter is scheduling cells for the next time slot. From the point of view of hardware implementation, it is also easier if the decision making, data transferring, and other functions are controlled in a synchronized manner, with cell time slots.

For the case of variable-length packets, there are two alternatives. In the first, as soon as an output port completely receives a packet from an input port, it can immediately receive another packet from any input ports that
have packets destined for it. The second alternative is to transfer the packet in a cell-based fashion with the constraint that cells that belong to the same packet will be transmitted to the output port consecutively, and not interleaved with other cells. The differences between these two options have to do with event-driven vs. slot-driven arbitration. In the case of variable-length packets, the throughput is degraded, especially when supporting multicast services. Although the implementations of both alternatives are different, the basic cell transmission mechanisms are the same. Therefore, we describe an example of the variable-length-based operation by considering the first alternative for simplicity.

The first alternative starts the arbitration cycle as soon as a packet is completely transferred to the output port. It is difficult to have parallelism for arbitration and transmission, due to the lack of knowledge of when the arbitration can start. Furthermore, when a packet is destined for multiple output ports by taking advantage of the replication capability of the switch fabric (e.g., crossbar switch), the packet has to wait until all desired output ports become available. Consider a case where a packet is sent to output ports \( x \) and \( y \). When output \( x \) is busy in accepting a packet from another input and output \( y \) is idle, the packet will not be able to send to output \( y \) until port \( x \) becomes available. As a result, the throughput for port \( y \) is degraded. However, if the packet is sent to port \( y \) without waiting for port \( x \) becomes available, as soon as port \( x \) becomes available, the packet will not be able to send to port \( x \), since the remaining part of the packet is being sent to port \( y \). One solution is to enable each input port to send multiple streams, which will increase the implementation complexity. However, if cell switching is used, the throughput degradation is only a cell slot time, as oppose to, when packet switching is used, the whole packet length, which can be a few tens or hundreds of cell slots.

1.2.2.4 Switch Fabric for High-End IP Routers Although most of today's low-end to medium-size routers do not use switch fabric boards, high-end backbone IP routers will have to use the switch fabric as described in Section 1.2.2.3 in order to achieve the desired capacity and speed as the Internet traffic grows. In addition, since fixed-size cell-switching schemes achieve higher throughput and simpler hardware design, we will focus on the switch architecture using cell switching rather than packet switching.

Therefore, the high-speed switching technologies described in this book are common to both ATM switches and IP routers. The terms of packet switches and ATM switches are interchangeable. All the switch architectures discussed in this book deal with fixed-length data units. Variable-length packets in IP routers, Ethernet switches, and frame relay switches, are usually segmented into fixed-length data units (not necessarily 53 bytes like ATM cells) at the inputs. These data units are routed through a switch fabric and reassembled back to the original packets at the outputs.
Differences between ATM switches and IP routers systems lie in their line cards. Therefore, both ATM switch systems and IP routers can be constructed by using a common switch fabric with appropriate line cards.

### 1.3 DESIGN CRITERIA AND PERFORMANCE REQUIREMENTS

Several design criteria need to be considered when designing a packet switch architecture. First, the switch should provide bounded delay and small cell loss probability while achieving a maximum throughput close to 100%. Capability of supporting high-speed input lines is also an important criterion for multimedia services, such as video conferencing and videophone. Self-routing and distributed control are essential to implement large-scale switches. Serving packets based on first come, first served provides correct packet sequence at the output ports. Packets from the same connection need to be served in sequence without causing out of order.

Bellcore has recommended performance requirements and objectives for broadband switching systems (BSSs) [3]. As shown in Table 1.1, three QoS classes and their associated performance objectives are defined: QoS class 1, QoS class 3, and QoS class 4. QoS class 1 is intended for stringent cell loss applications, including the circuit emulation of high-capacity facilities such as DS3. It corresponds to service class A, defined by ITU-T study group XIII. QoS class 3 is intended for low-latency, connection-oriented data transfer applications, corresponding to service class C in ITU-T study group XIII. QoS Class 4 is intended for low-latency, connectionless data transfer applications, corresponding to service class D in ITU-T study group XIII.

The performance parameters used to define QoS classes 1, 3, and 4 are cell loss ratio, cell transfer delay, and two-point cell delay variation (CDV). The values of the performance objectives corresponding to a QoS class depend on the status of the cell loss priority (CLP) bit (CLP = 0 for high

<table>
<thead>
<tr>
<th>Performance Parameter</th>
<th>CLP</th>
<th>QoS 1</th>
<th>QoS 3</th>
<th>QoS 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cell loss ratio</td>
<td>0</td>
<td>&lt;10^{-10}</td>
<td>&lt;10^{-7}</td>
<td>&lt;10^{-7}</td>
</tr>
<tr>
<td>Cell loss ratio</td>
<td>1</td>
<td>N/S</td>
<td>N/S</td>
<td>N/S</td>
</tr>
<tr>
<td>Cell transfer delay (99th percentile)</td>
<td>1/0</td>
<td>150 µs</td>
<td>150 µs</td>
<td>150 µs</td>
</tr>
<tr>
<td>Cell delay variation (10^{-10} quantile)</td>
<td>1/0</td>
<td>250 µs</td>
<td>N/S</td>
<td>N/S</td>
</tr>
<tr>
<td>Cell delay variation (10^{-7} quantile)</td>
<td>1/0</td>
<td>N/S</td>
<td>250 µs</td>
<td>250 µs</td>
</tr>
</tbody>
</table>

N/S not specified.

*Includes nonqueuing related delays, excluding propagation. Does not include delays due to processing above ATM layer.
priority, and CLP = 1 for low priority), which is initially set by the user and can be changed by a BSS within the connection’s path.

Figure 1.8 shows a typical distribution of the cell transfer delay through a switch node. The fixed delay is attributed to the delay of table lookup and other cell header processing, such as header error control (HEC) byte examination and generation. For QoS classes 1, 3, and 4, the probability of cell transfer delay (CTD) greater than 150 μs is guaranteed to be less than \(1 - 0.99\), that is, \(\text{Prob}[\text{CTD} > 150 \, \mu\text{s}] < 1 - 99\%\). For this requirement, \(a = 1\%\) and \(x = 150 \, \mu\text{s}\) in Figure 1.8. The probability of CDV greater than 250 μs is required to be less than \(10^{-10}\) for QoS class 1, that is, \(\text{Prob}[\text{CDV} > 250 \, \mu\text{s}] < 10^{-10}\).
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This chapter discusses the basic concepts in designing an ATM switch. An ATM switch has multiple input/output ports, each connecting to another port of an ATM switch or an ATM terminal. An ATM terminal can be a personal computer, a workstation, or any other equipment that has an ATM network interface card (NIC). The physical layer of interconnecting ATM switches or ATM terminals can be SONET (such as OC-3c, OC-12c, OC-48, or OC-192) or others (such as T1 or T3). Physical layer signals are first terminated and cells are extracted for further processing, such as table lookup, buffering, and switching. Cells from different places arrive at the input ports of the ATM switch. They are delivered to different output ports according to their labels, merged with other cell streams, and put into physical transmission frames. Due to the contention of multiple cells from different input ports destined for the same output port simultaneously, some cells must be buffered while the other cells are transmitted to the output ports. Thus, routing cells to the proper output ports and buffering them when they lose contention are the two major functions of an ATM switch.

Traditional telephone networks use circuit switching techniques to establish connections. In the circuit switching scheme, there is usually a centralized processor that determines all the connections between input and output ports. Each connection lasts on average 3 min. For an $N \times N$ switch, the time required to make each connection is 180 seconds divided by $N$. For instance, suppose $N$ is 1000. The connection time is 180 ms, which is quite relaxed for most of switch fabrics using current technology, such as CMOS crosspoint switch chips. However, for ATM switches, the time needed to
configure the input/output connections is much more stringent, because it is based on the cell time slot. For instance, for the OC-12c interface, each cell slot time is about 700 ns. For an ATM switch with 1000 ports, the time to make the connection for each input/output is 700 ps, which is very challenging for existing technology. Furthermore, as the line bit rate increases (e.g., with OC-48c) and the number of the switch ports increases, the time needed for each connection is further reduced. As a result, it is too expensive to employ centralized processors for ATM switches.

Thus, for ATM switches we do not use a centralized connection processor to establish connections. Rather, a self-routing scheme is used to establish input/output connections in a distributed manner. In other words, the switch fabric has the ability to route cells to proper output ports, based on the physical output port addresses that are attached in the front of each cell. One switch fabric that has self-routing capability is called the banyan switch. It will be discussed in more detail in Chapter 5.

In addition to the routing function to the ATM switch, another important function is to resolve the output port contention when more than one cell is destined for the same output port at the same time. There are several contention-resolution schemes that have been proposed since the first ATM switch architecture was proposed in early 1980s (the original packet switch was called a high-speed packet switch; the term ATM was not used until late 1980). One way to resolve the contention is to allow all cells that are destined for the same output port to arrive at the output port simultaneously. Since only one cell can be transmitted via the output link at a time, most cells are queued at the output port. A switch with such architecture is called an output-buffered switch. The price to pay for such scheme is the need for operating the switch fabric and the memory at the output port at a rate $N$ times the line speed. As the line speed or the switch port number increases, this scheme can have a bottleneck. However, if one does not allow all cells to go to the same output port at the same time, some kind of scheduling scheme, called an arbitration scheme, is required to arbitrate the cells that are destined for the same output port. Cells that lose contention will need to wait at the input buffer. A switch with such architecture is called an input-buffered switch.

The way of handling output contention will affect the switch performance, complexity, and implementation cost. As a result, most research on ATM switch design is devoted to output port contention resolution. Some schemes are implemented in a centralized manner, and some in a distributed manner. The latter usually allows the switch to be scaled in both line rate and switch size, while the former is for smaller switch sizes and is usually less complex and costly.

In addition to scheduling cells at the inputs to resolve the output port contention, there is another kind of scheduling that is usually implemented at the output of the switch. It schedules cell or packet transmission according to
the allocated bandwidth to meet each connection’s delay/throughput requirements. Cells or packets are usually timestamped with values and transmitted with an ascending order of the timestamp values. We will not discuss such scheduling in this book, but rather focus on the scheduling to resolve output port contention.

In addition to scheduling cells to meet the delay–throughput requirement at the output ports, it is also required to implement buffer management at the input or output ports, depending on where the buffer is. The buffer management discards cells or packets when the buffer is full or exceeds some predetermined thresholds. The objectives of the buffer management are to meet the requirements on cell loss rate or fairness among the connections, which can have different or the same loss requirements. There is much research in this area to determine the discarding policies. Some of them will push out the cells or packets that have been stored in the buffer to meet the loss or fairness objectives, which is usually more complex than the scheme that blocks incoming cells when the buffer occupancy exceeds some thresholds. Again this book will focus on the switch fabric design and performance studies and will not discuss the subject of buffer management. However, when designing an ATM switch, we need to take into consideration the potential need for performing packet scheduling and buffer management. The fewer locations of the buffers on the data path, the less such control is required, and thus the smaller the implementation cost.

Section 2.1 presents some basic ATM switching concepts. Section 2.2 classifies ATM switch architectures. Section 2.3 describes performance of typical basic switches.

2.1 SWITCHING CONCEPTS

2.1.1 Internal Link Blocking

While a cell is being routed in a switch fabric, it can face a contention problem resulting from two or more cells competing for a single resource. Internal link blocking occurs when multiple cells contend for a link at the same time inside the switch fabric, as shown in Figure 2.1. This usually happens in a switch based on space-division multiplexing, where an internal physical link is shared by multiple connections among input/output ports. A blocking switch is a switch suffering from internal blocking. A switch that does not suffer from internal blocking is called nonblocking. In an internally buffered switch, contention is handled by placing buffers at the point of conflict. Placing internal buffers in the switch will increase the cell transfer delay and degrade the switch throughput.
2.1.2 Output Port Contention

Output port contention occurs when two or more cells arrive from different input ports and are destined for the same output port, as shown in Figure 2.2. A single output port can transmit only one cell in a time slot; thus the other cells must be either discarded or buffered. In the output-buffered switches, a buffer is placed at each output to store the multiple cells destined for that output port.
2.1.3 Head-of-Line Blocking

Another way to resolve output port contention is to place a buffer in each input port, and to select only one cell for each output port among the cells destined for that output port before transmitting the cell. This type of switch is called the input-buffered switch. An arbiter decides which cells should be chosen and which cells should be rejected. This decision can be based on cell priority or timestamp, or be random. A number of arbitration mechanisms have been proposed, such as ring reservation, sort-and-arbitrate, and route-and-arbitrate. In ring reservation, the input ports are interconnected via a ring, which is used to request access to the output ports. For switches that are based on a sorting mechanism in the switch fabric, all cells requesting the same output port will appear adjacent to each other after sorting. In the route-and-arbitrate approach, cells are routed through the switch fabric and arbiters detect contention at the point of conflict.

A well-known problem in a pure input-buffered switch with first-in-first-out (FIFO) input buffers is the head-of-line (HOL) blocking problem. This happens when cells are prevented from reaching a free output because of other cells that are ahead of it in the buffer and cannot be transmitted over the switch fabric. As shown in Figure 2.3, the cell behind the HOL cell at input port 0 is destined for an idle output port 1. But it is blocked by the HOL cell, which failed a transmission due to an output contention. Due to the HOL blocking, the throughput of the input buffered switch is at most 58.6% for random uniform traffic [5, 7].

2.1.4 Multicasting

To support video/audio conference and data broadcasting, ATM switches should have multicast and broadcast capability. Some switching fabrics achieve multicast by first replicating multiple copies of the cell and then routing each
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copy to their destination output ports. Other switches achieve multicast by utilizing the inherent broadcasting nature of the shared medium without generating any copies of ATM cells [3]. Details will be discussed later in the book.

### 2.1.5 Call Splitting

Several call scheduling disciplines have been proposed for the multicast function, such as one-shot scheduling, strict-sense call splitting, and wide-sense call splitting [1]. One-shot scheduling requires all the copies of the same cell to be transmitted in the same time slot. Strict-sense (SS) call splitting and wide-sense (WS) call splitting permit the transmission of the cell to be split over several time slots. For real-time applications, the delay difference among the receivers caused by call splitting should be bounded. A matrix is introduced to describe the operation of the scheduling algorithm, as shown in Figure 2.4, where each row (column) corresponds to an input line (output line) of the switch. With the multicast feature each row may contain two or more 1’s rather than a single 1 in the unicast case. At each time slot only one cell can be selected from each column to establish a connection.

![Call scheduling disciplines](image)

(X: accepted request, 1: rejected request)

**Fig. 2.4** Call scheduling disciplines.
2.1.5.1 One-Shot Scheduling In a one-shot scheduling policy, all copies of the same cell must be switched successfully in one time slot. If even one copy loses the contention for an output port, the original cell waiting in the input queue must try again in the next time slot. It is obvious that this strategy favors cells with fewer copies (i.e., favors calls with fewer recipients), and more often blocks multicast cells with more copies.

2.1.5.2 Strict-Sense Call Splitting In one-shot discipline, if only one copy loses contention, the original cell (all its copies) must retry in the next time slot, thus degrading the switch's throughput. This drawback suggests transmitting copies of the multicast cell independently. In SS call splitting, at most one copy from the same cell can be transmitted in a time slot. That is, a multicast cell must wait in the input queue for several time slots until all of its copies have been transmitted. If a multicast cell has $K$ copies to transmit, it needs at least $K$ time slots to transmit them. Statistically this algorithm results in a low throughput when the switch is underloaded during light traffic, since the algorithm does not change dynamically with the traffic pattern.

2.1.5.3 Wide-Sense Call Splitting The case of light traffic should be considered when only one active input line has a multicast cell to be transmitted and all output ports are free. In this case, SS call splitting only allows one cell to be transmitted per time slot, resulting in a low utilization. WS call splitting was proposed to allow more than one copy from the same multicast cell to gain access to output ports simultaneously as long as these output ports are free.

It is clear that one-shot discipline has the lowest throughput performance among all three algorithms; however, it is easiest to implement. SS call splitting performs better than one-shot in the heavy traffic case, but it seems rigid in the light traffic case and results in a low utilization. WS call splitting has the advantage of the full use of output trunks, allowing the multicast cell to use all free output ports, which results in a higher throughput.

2.2 SWITCH ARCHITECTURE CLASSIFICATION

ATM switches can be classified based on their switching techniques into two groups: time-division switching (TDS) and space-division switching (SDS). TDS is further divided into shared-memory type and shared-medium type. SDS is further divided into single-path switches and multiple-path switches, which are in turn further divided into several other types, as illustrated in Figure 2.5. In this section, we briefly describe the operation, advantages, disadvantages, and limitations inherent in each type of switch.
2.2.1 Time-Division Switching

In TDS, there is a single internal communication structure, which is shared by all cells traveling from input ports to output ports through the switch. The internal communication structure can be a bus, a ring, or a memory. The main disadvantage of this technique is its strict capacity limitation of the internal communication structure. However, this class of switch provides an advantage in that, since every cell flows across the single communication structure, it can easily be extended to support multicast/broadcast operations.

2.2.1.1 Shared-Medium Switch  In a shared-medium switch, cells arriving at input ports are time-division multiplexed into a common high-speed medium, such as a bus or a ring, of bandwidth equal to $N$ times the input line rate. The throughput of this shared medium determines the capacity of the entire switch. As shown in Figure 2.6, each output line is connected to the shared high-speed medium via an interface consisting of an address filter (AF) and an output FIFO buffer. The AF examines the header part of the incoming cells, and then accepts only the cells destined for itself. This decentralized approach has an advantage in that each output port can operate independently and can be built separately. However, more hardware logic and more buffers are required to provide the separate interface for each output port.

A time slot is divided into $N$ mini-slots. During each mini-slot, a cell from an input is broadcast to all output ports. This simplifies the multicasting process. A bit map of output ports with each bit indicating if the cell is routed to that output port can be attached to the front of the cell. Each AF will examine only the corresponding bit to decide if the cell should be stored.
in the following FIFO. One disadvantage of this structure is that the switch size \( N \) is limited by the memory speed. In particular, when all \( N \) input cells are destined for the same output port, the FIFO may not be able to store all \( N \) cells in one time slot if the switch size is too large or the input line rate is too high. Another disadvantage is the lack of memory sharing among the FIFO buffers. When an output port is temporarily congested due to high traffic loading, its FIFO buffer is filled and starts to discard cells. Meanwhile, other FIFO buffers may have plenty of space but cannot be used by the congested port. As a result, a shared-memory switch, as described below, has a better buffer utilization.

Examples of shared-medium switches are NEC’s ATOM (ATM output buffer modular) switch [13], IBM’s PARIS (packetized automated routing integrated system) switch [2], and Fore System’s ForeRunner ASX-100 switch [3].

2.2.1.2 Shared-Memory Switch  In a shared-memory switch, as shown in Figure 2.7, incoming cells are time-division multiplexed into a single data stream and sequentially written to the shared memory. The routing of cells is accomplished by extracting stored cells to form a single output data stream, which is in turn demultiplexed into several outgoing lines. The memory addresses for both writing incoming cells and reading out stored cells are provided by a control module according to routing information extracted from the cell headers.

The advantage of the shared-memory switch type is that it provides the best memory utilization, since all input/output ports share the same memory. The memory size should be adjusted accordingly to keep the cell loss rate below a chosen value. There are two different approaches in sharing
memory among the ports: complete partitioning and full sharing. In complete partitioning, the entire memory is divided into $N$ equal parts, where $N$ is the number of input/output ports, and each part is assigned to a particular output port. In full sharing, the entire memory is shared by all output ports without any reservation. Some mechanisms, such as putting an upper and a lower bound on the memory space, are needed to prevent monopolization of the memory by some output ports.

Like shared-medium switches, shared-memory switches have the disadvantage that the memory access speed limits the switch size; furthermore, the control in the shared-memory switches is more complicated. Because of its better buffering utilization, however, the shared-memory type is more popular and has more variants than the shared-medium type. Detailed discussions about those variants and their implementations are given in Chapter 4.

Examples of shared-memory switches are Toshiba’s $8 \times 8$ module on a single chip [12] and Hitachi’s $32 \times 32$ module [8].

### 2.2.2 Space-Division Switching

In TDS, a single internal communication structure is shared by all input and output ports, while in SDS multiple physical paths are provided between the input and output ports. These paths operate concurrently so that multiple cells can be transmitted across the switch simultaneously. The total capacity of the switch is thus the product of the bandwidth of each path and the number of paths that can transmit cells concurrently. The total capacity of the switch is therefore theoretically unlimited. However, in practice, it is restricted by physical implementation constraints such as the device pin count, connection restrictions, and synchronization considerations.
SDS switches are classified based on the number of available paths between any input/output pair. In single-path switches, only one path exists for any input/output pair, while in multiple-path switches there is more than one. The former has simpler routing control than the latter, but the latter has higher fault tolerance.

2.2.2.1 Single-Path Switches Single path switches are classified into crossbar-based switches, fully interconnected switches, and banyan-based switches [10].

(a) Crossbar Switches A crossbar switch is schematically shown in Figure 2.8 for \( N = 4 \), where horizontal lines represent the inputs to the switch, and vertical lines represent the outputs. Basically, an \( N \times N \) crossbar switch consists of a square array of \( N^2 \) individually operated crosspoints, one corresponding to each input-output pair. Each crosspoint has two possible states: cross (default) and bar. A connection between input port \( i \) and output port \( j \) is established by setting the \((i, j)\)th crosspoint switch to the bar state while letting other crosspoints along the connection remain the cross state. The bar state of a crosspoint can be triggered individually by each incoming
cell when its destination matches with the output address. No global information about other cells and their destinations is required. This property is called the \textit{self-routing} property; by it the control complexity is significantly reduced in the switching fabric, as the control function is distributed among all crosspoints.

Crossbar switches have three attractive properties: they are internally nonblocking, simple in architecture, and modular. However, they are complex in terms of the number of the crosspoints, which grows as $N^2$. The arbitration that is to choose a winner for every output in each time slot can also become a system bottleneck as the switch size increases.

There are three possible locations for the buffers in a crossbar switch: (a) at the crosspoints in the switch fabric, (b) at the inputs of the switch, and (c) at the inputs and outputs of the switch. Each one has its advantages and disadvantages.

Figure 2.9(a) depicts the strategy of buffering cells at the crosspoints. The bus matrix switch (BMX) proposed by Fujitsu is an example of this type of switch [11]. There is an AF and a buffer at each crosspoint. The AF accepts the cells destined for the corresponding output port and stores them in the buffer. Cells waiting in the buffers on the same column are arbitrated to the output port with one cell per slot. The switch is work-conserving, and does not suffer the throughput limitation incurred with input buffering. In a sense, it is similar to achieving output queuing, with the difference that the queue for each output is distributed over $N$ buffers. As there is no sharing among the $N$ buffers, the total memory required for a given loss rate is greater than that required for output queuing (e.g., in the shared-medium case). As the buffer memory typically requires much more real estate in a chip than crosspoint logic, including the crosspoint buffers in the chip would severely limit the number of crosspoints in the chip.

Figure 2.9(b) depicts the input queuing approach. Separating the buffers from the crosspoints is desirable from the viewpoint of layout and circuit compactness. A cell arriving at an input first enters the buffer, waiting its turn to be switched over the fabric. With distributed contention resolution, conflicts are resolved individually at crosspoints. When a cell reaches a crosspoint that has already been set by an earlier cell, or it loses contention to another contending cell, a \textit{blocking} signal is generated and sent to the input port. This is to block the transmission of the cell and to keep the cell in the input buffer for later tries. With centralized contention resolution, alternatively, an arbiter is used for each output port to resolve contention, and only one cell destined for an output is allowed to be forwarded to the switch fabric.

The third approach combines the advantages of input buffering and output buffering. The detail is described in Section 2.2.3.

\textbf{(b) Fully Interconnected Switches} In a fully interconnected switch, the complete connectivity between inputs and outputs is usually accomplished by
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means of $N$ separate broadcast buses from every input port to all output ports, as shown in Figure 2.10. $N$ separate buffers are required in such a switch, one at each output port. However, if each of these $N$ output buffers in the fully interconnected switch is partitioned and dedicated to each input line, yielding $N^2$ dedicated buffers, it becomes topologically identical with the crosspoint-buffered switch, and thus provides exactly the same performance and implementation complexity.

The fully interconnected switch operates in a similar manner to the shared-medium switch. A cell from any input port is broadcast to every output port. Thus, cells from several input ports can be simultaneously transmitted to the same output port. Therefore, cell filters and dedicated buffers, one for each output port, are required to filter out the misdelivered cells and to temporarily store the properly destined cells.

However, the fully interconnected switch is different from the shared-medium switch in that the speedup overhead requirement caused by sequential transmission over the shared medium is replaced by the space overhead requirement of the $N^2$ separate broadcast buses. This is considered a disadvantage of the switch type. The advantages of the fully interconnected switch lie in its simple and nonblocking structure, similar to the crossbar-based switch. The knockout switch is an example of this type of switch [15].

(c) Banyan-Based Switches Banyan-based switches are a family of self-routing switches constructed from $2 \times 2$ switching elements with a single path between any input–output pair. As shown in Figure 2.11, there are
three isomorphic topologies—delta, omega, and banyan networks—belonging to the banyan-based family. All of them offer equivalent performance and are discussed in detail in Chapter 5.

The banyan-based switch provides several advantages: First, it has a complexity of paths and switching elements of order $N \log N$, which makes it much more suitable than the crossbar-based and the fully interconnected switch, whose complexity is of order $N^2$, for the construction of large switches. Self-routing is also an attractive feature in that no control mechanism is needed for routing cells. Routing information is contained within each cell, and it is used while the cell is routed along the path. Parallel structure of the switch provides a benefit in that several cells on different paths can be processed simultaneously. Due to their modular and recursive structure, large-scale switches can be built by using elementary switching elements without modifying their structures. This can be appropriately realized by VLSI implementation.

The main drawback of the banyan-based switch is that it is an internally blocking switch. Its performance degrades rapidly as the size of the switch increases. The performance may be improved if $M \times M$ ($M > 2$) switching elements are employed instead of $2 \times 2$ switching elements. This leads to the class of delta-based switches.

The delta-based switch is a family of self-routing switches constructed from $M \times M$ switching elements with a single path between any input and output port. While the performance of the delta-based switch can be significantly better than that of the banyan-based switch, it is still a blocking switch. The performance of the switch is reduced due to internal contention. This can be improved by increasing the speed of internal links within the switch with respect to that of input and output ports or by introducing buffers into the switching elements.

### 2.2.2.2 Multiple-Path Switches

Multiple-path switches are classified as augmented banyan switches, Clos switches, multiplane switches, and recirculation switches, as shown in Figure 2.12.
(a) Augmented Banyan Switches In a regular $N \times N$ banyan switch, cells pass through $\log N$ stages of switching elements before reaching their destinations. The augmented banyan switch, as illustrated in Figure 2.12(a), has more stages than the regular banyan switch. In the regular banyan switch, once a cell is deflected to an incorrect link and thus deviates from a predetermined unique path, the cell is not guaranteed to reach its requested output. Here, in the augmented banyan switch, deflected cells are provided more chances to be routed to their destinations again by using later augmented stages. When the deflected cells do not reach their destinations after the last stage, they are discarded.

The advantage of the augmented banyan switch is that by adding augmented stages, the cell loss rate is reduced. The performance of the switch is improved. The disadvantage of this switch type is its complicated routing scheme. Cells are examined at every augmented stage to determine whether they have arrived at their requested output ports. If so, they are sent to the output interface module. Otherwise, they are routed to the next stage and will be examined again. Another disadvantage is that the number of augmented stages needs to be sufficiently large. Adding each augmented stage to the switch causes increased hardware complexity. The tandem banyan switch [14] and dual shuffle exchange switch [9] are examples of the augmented banyan switches.

(b) Three-Stage Clos Switches The structure of three-stage Clos switches, as shown in Figure 2.12(b), consists of three stages of switch modules. At the
first stage, \( N \) input lines are broken up into \( r \) groups of \( n \) lines. Each group of lines goes into each first-stage switch module. There are \( m \) outputs in the first-stage switch module; each connects to all \( m \) middle-stage switch modules. Similarly, each middle-stage switch module has \( t \) outputs, so that it connects to all \( t \) third-stage switch modules. At the third stage, \( N \) output lines are provided as \( t \) groups of \( s \) lines.

A consideration with the three-stage Clos switch is that it may be blocking. It should be clear that a crossbar-based switch is nonblocking; that is, a path is always available to connect an idle input port to an idle output port. This is not always true for the three-stage Clos switch. Figure 2.13 shows a three-stage Clos switch with \( N = 9 \), \( n = 3 \), and \( m = 3 \). The bold lines indicate paths that are already in use. It is shown that input port 9 cannot be connected to either output port 4 or 6, even though both of these output lines are available.

By increasing the value of \( m \) (the number of outputs from each first-stage switch module or the number of middle-stage switch modules), the probability of blocking is reduced. To find the value of \( m \) needed for a nonblocking three-stage switch, let us refer to Figure 2.14.

We wish to establish a path from input port \( a \) to output port \( b \). The worst situation for blocking occurs if all of the remaining \( n - 1 \) input lines and \( n - 1 \) output lines are busy and are connected to different middle-stage switch modules. Thus a total of \( (n - 1) + (n - 1) = 2n - 2 \) middle-stage switch modules are unavailable for creating a path from \( a \) to \( b \). However, if one more middle-stage switch module exists, an appropriate link must be available for the connection. Thus, a three-stage Clos switch will be nonblocking if

\[
m \geq (2n - 2) + 1 = 2n - 1.
\]
The total number $N_x$ of crosspoints in a three-stage Clos switch when it is symmetric (that is, when $t = r$ and $s = n$) is

$$N_x = 2Nm + m\left(\frac{N}{n}\right)^2.$$ 

Substituting $m = 2n - 1$ into $N_x$, we obtain

$$N_x = 2N(2n - 1) + (2n - 1)\left(\frac{N}{n}\right)^2.$$ 

for a nonblocking switch. For a large switch size, $n$ is large. We can approximate

$$N_x \approx 2N(2n) + 2n\left(\frac{N}{n}\right)^2 = 4Nn + 2\left(\frac{N^2}{n}\right).$$
To optimize the number of crosspoints, differentiate $N_t$ with respect to $n$ and set the result equal to 0. The result will be $n = (N/2)^2$. Substituting into $N_t$,

$$N_t = 4\sqrt{N} = O(N^{\frac{1}{2}}).$$

The three-stage Clos switch provides an advantage in that it reduces the hardware complexity from $O(N^2)$ in the case of the crossbar-based switch to $O(N^{\frac{3}{2}})$, and the switch can be designed to be nonblocking. Furthermore, it also provides more reliability since there is more than one possible path through the switch to connect from any input port to any output port. The main disadvantage of this switch type is that some fast and intelligent mechanism is needed to rearrange the connections in every cell time slot according to arrival cells so that internal blocking can be avoided. This will be the bottleneck when the switch size becomes large. In practice, it is difficult to avoid internal blocking although the switch itself is nonblocking. Once contention on the internal links occurs, the throughput is reduced. This can be improved by increasing the number of internal links between switch modules so that there are more paths for routing cells. Increasing the bandwidth of internal links is also helpful in that instead of having one cell for each internal link in each time slot, now more than one cell from the input module that are destined to the same third-stage module can be routed. Another way to reduce the internal blocking is routing cells in a random manner. If the center-stage switch modules have buffers, careful provision has to be made at the output ports in order to preserve cell sequencing.

(c) Multiplane Switches As shown in Figure 2.12(c), multiplane switches refer to the switches that have multiple (usually identical) switch planes. Multiplane switches are mainly proposed as a way to improve system throughput. By using some mechanisms to distribute the incoming traffic loading, cell collisions within the switches can be reduced. Additionally, more than one cell can be transmitted to the same output port by using each switch plane, so the output lines do not have to operate at higher speed than the input lines. Another advantage of multiplane switches is that they can be used for achieving reliability, since the loss of a whole switch plane will reduce the capacity but not the connectivity of the switches. However, cell sequencing may be disturbed unless cells belonging to the same connection are forced to use the same plane. The parallel banyan switch and the Sunshine switch [4] are examples of multiplane switches.

(d) Recirculation Switches Recirculation switches, as shown in Figure 2.12(d), are designed to handle the output port contention problem. By recirculating the cells that did not make it to their output ports during the current time slot back to the input ports via a set of recirculation paths,
the cell loss rate can be reduced. This results in system throughput improvement. The disadvantage of recirculation switches is that they require a large switch to accommodate the recirculation ports. Also, recirculation may cause out-of-sequence errors. Some mechanisms are needed to preserve the cell sequencing among the cells in the same connection. The best-known recirculation switches are the Starlite switch [6] and the Sunshine switch [4].

2.2.3 Buffering Strategies

In this subsection, we classify ATM switches according to their buffering strategies. Each type of switch is described, and its advantages and disadvantages are discussed.

2.2.3.1 Internally Buffered Switches

Internally buffered switches are those that employ buffers within switch elements (SEs). An example of this switch type is the buffered banyan switch, as shown in Figure 2.15(a). These
buffers are used to store internally blocked cells so that the cell loss rate can be reduced. Scalability of the switch can be easily achieved by replicating the SEs. However, this type of switch suffers from low throughput and high transfer delay that is caused by the delay from multiple stages. To meet QoS requirements, some scheduling and buffer management schemes need to be installed at the internal SEs, which will increase the implementation cost.

2.2.3.2 Recirculation Buffered Switches  This type of switch is proposed to overcome the output port contention problem. As shown in Figure 2.15(b), the switch consists of both input/output ports and special ports called recirculation ports. When output port contention occurs, the switch allows the successful cell to go to the output port. Cells that have lost the contention are stored in a recirculation buffer and try again in the next time slot.

In order to preserve the cell sequence, a priority value is assigned to each cell. In each time slot, the priority level of the cells losing contention is increased by one so that these cells will have a better chance to be selected in the next time slot. If a cell has reached its highest priority level and the cell still has not gotten through, it will be discarded to avoid out-of-sequence errors.

The number of recirculation ports can be engineered to achieve acceptable cell loss rate. For instance, it has been shown that to achieve a cell loss rate of $10^{-6}$ at 80% load and Poisson arrivals, the ratio of recirculation ports to input ports must be 2.5. The Starlite switch [6] is an example of this type of switch.

The number of recirculation ports can be reduced dramatically by allowing more than one cell to arrive at the output port in each time slot. It has been shown that for a cell loss probability of $10^{-6}$ at 100% load and Poisson arrivals, the ratio of the recirculation ports to the input ports is reduced to 0.1 by allowing three cells arriving at each output port. The Sunshine [4] switch is an example of this switch type.

2.2.3.3 Crosspoint-Buffered Switches  This type of switch, as shown in Figure 2.15(c), is the same as the crossbar-based switch discussed in Section 2.2.2.

2.2.3.4 Input-Buffered Switches  The input-buffered switch, as shown in Figure 2.15(d), suffers from the HOL blocking problem and limits the throughput to 58.6% for uniform traffic. In order to increase the switch’s throughput, a technique called windowing can be employed, where multiple cells from each input buffer are examined and considered for transmission to the output port. But at most one cell will be chosen in each time slot. The number of examined cells determines the window size. It has been shown that by increasing the window size to two, the maximum throughput is increased to 70%. Increasing the window size does not improve the maximum...
throughput significantly, but increases the implementation complexity of input buffers and arbitration mechanism. This is because the input buffers cannot use simple FIFO memory any longer, and more cells need to be arbitrated in each time slot. Several techniques have been proposed to increase the throughput and are discussed in detail in Chapter 3.

2.2.3.5 Output-Buffered Switches The output-buffered switch, shown in Figure 2.15(e), allows all incoming cells to arrive at the output port. Because there is no HOL blocking, the switch can achieve 100% throughput. However, since the output buffer needs to store \( N \) cells in each time slot, its memory speed will limit the switch size. A concentrator can be used to alleviate the memory speed limitation problem so as to have a larger switch size. The disadvantage of this remedy is the inevitable cell loss in the concentrator.

2.2.3.6 Shared-Buffer Switches Figure 2.15(f) shows the shared buffer switch, which will be discussed in detail in Chapter 4.

2.2.3.7 Multistage Shared-Buffer Switches The shared-buffer architecture has been widely used to implement small-scale switches because of its high throughput, low delay, and high memory utilization. Although a large-scale switch can be realized by interconnecting multiple shared-buffer switch modules, as shown in Figure 2.15(g), the system performance is degraded due to the internal blocking. Due to different queue lengths in the first- and second-stage modules, maintaining cell sequence at the output module can be very complex and expensive.

2.2.3.8 Input- and Output-Buffered Switches Input- and output-buffered switches, as shown in Figure 2.15(h), are intended to combine the advantages of input buffering and output buffering. In input buffering, the input buffer speed is comparable to the input line rate. In output buffering, there are up to \( L \) (1 < \( L < N \)) cells that each output port can accept at each time slot. If there are more than \( L \) cells destined for the same output port, excess cells are stored in the input buffers instead of discarding them as in the concentrator. To achieve a desired throughput, the speedup factor \( L \) can be engineered based on the input traffic distribution. Since the output buffer memory only needs to operate at \( L \) times the line rate, a large-scale switch can be achieved by using input and output buffering. However, this type of switch requires a complicated arbitration mechanism to determine which of \( L \) cells among the \( N \) HOL cells may go to the output port.

Another kind of speedup is run the switch fabric at a higher rate than the input and output line rate. In other words, during each cell slot, there can be more than one cell transmitted from an input to an output.

2.2.3.9 Virtual-Output-Queueing Switches Virtual-output-queueing (VOQ) switches are proposed as a way to solve the HOL blocking problem encountered in the input-buffered switches. As shown in Figure 2.15(i), each
input buffer of the switch is logically divided into $N$ logical queues. All these $N$ logical queues of the input buffer share the same physical memory, and each contains the cells destined to each output port. The HOL blocking is thus reduced, and the throughput is increased. However, this type of switch requires a fast and intelligent arbitration mechanism. Since the HOL cells of all logical queues in the input buffers, whose total number is $N^2$, need to be arbitrated in each time slot, that becomes the bottleneck of the switch. Several scheduling schemes for the switch using the VOQ structure are discussed in detail in Chapter 3.

2.3 PERFORMANCE OF BASIC SWITCHES

This section describes performance of three basic switches: input-buffered, output-buffered, and completely shared-buffer.

2.3.1 Input-Buffered Switches

We consider FIFO buffers in evaluating the performance of input queuing. We assume that only the cells at the head of the buffers can contend for their destined outputs. If there are more than one cell contending the same output, only one of them is allowed to pass through the switch and the others have to wait until the next time slot. When a HOL cell loses contention, at the same moment it may also block some cells behind it from reaching idle outputs. As a result, the maximum throughput of the switch is limited and cannot be 100%.

To determine the maximum throughput, we assume that all the input queues are saturated. That is, there are always cells waiting in each input buffer, and whenever a cell is transmitted through the switch, a new cell immediately replaces it at the head of the input queue. If there are $k$ cells waiting at the heads of input queues addressed to the same output, one of them will be selected at random to pass through the switch. In other words, each of the HOL cells has equal probability $1/k$ of being selected.

Consider all $N$ cells at the heads of input buffers at time slot $m$. Depending on the destinations, they can be classified into $N$ groups. Some groups may have more than one cell, and some may have none. For those that have more than one cell, one of the cells will be selected to pass through the switch, and the remaining cells have to stay until the next time slot. Denote by $B_{im}$ the number of remaining cells destined for output $i$ in the $m$th time slot, and by $B'$ the corresponding random variable in the steady state. Also, denote by $A_{im}$ the number of cells moving to the heads of the input queues during the $m$th time slot and destined for output $i$, and by $A'$ the corresponding steady-state random variable. Note that a cell can only move to the head of an input queue if the HOL cell in the previous time slot was removed from that queue for transmission to an output. Hence, the state
transition of \( B_m^i \) can be represented by

\[
B_m^i = \max(0, B_{m-1}^i + A_m^i - 1). \tag{2.1}
\]

We assume that each new cell arrival at the head of an input queue has the equal probability \( 1/N \) of being destined for any given output. As a result, \( A_m^i \) has the following binomial distribution:

\[
\Pr \left[ A_m^i = k \right] = \binom{F_{m-1}}{k} \left( \frac{1}{N} \right)^k \left( 1 - \frac{1}{N} \right)^{F_{m-1}-k}, \quad k = 0, 1, \ldots, F_{m-1},
\]

where

\[
F_{m-1} \triangleq N - \sum_{i=1}^{N} B_{m-1}^i. \tag{2.3}
\]

\( F_{m-1} \) represents the total number of cells transmitted through the switch during the \((m-1)\)st time slot, which in saturation is equal to the total number of input queues that have a new cell moving into the HOL position in the \(m\)th time slot. That is,

\[
F_{m-1} = \sum_{i=1}^{N} A_m^i. \tag{2.4}
\]

When \( N \to \infty \), \( A_m^i \) has a Poisson distribution with rate \( \rho_m^i = F_{m-1}/N \). In steady state, \( A_m^i \to A^i \) also has a Poisson distribution. The rate is \( \rho_0 = \bar{F}/N \), where \( \bar{F} \) is the average of the number of cells passing through the switch, and \( \rho_0 \) is the utilization of output lines (i.e., the normalized switch throughput). The state transition of \( B^i \) is driven by the same Markov process as the \( M/D/1 \) queues in the steady state. Using the results for the mean steady-state queue size for an \( M/D/1 \) queue, for \( N \to \infty \) we have

\[
\bar{B}^i = \frac{\rho_0^2}{2(1 - \rho_0)}.
\tag{2.5}
\]

In the steady state, (2.3) becomes

\[
\bar{F} = N - \sum_{i=1}^{N} \bar{B}^i. \tag{2.6}
\]

By symmetricity, \( \bar{B}^i \) is equal for all \( i \). In particular,

\[
\bar{B}^i = \frac{1}{N} \sum_{i=1}^{N} \bar{B}^i = 1 - \frac{\bar{F}}{N} = 1 - \rho_0.
\tag{2.7}
\]

It follows from (2.5) and (2.7) that \( \rho_0 = 2 - \sqrt{2} = 0.586 \).
When $N$ is finite and small, the switch throughput can be calculated by modeling the system as a Markov chain. The numerical results are given in Table 2.1. Note that the throughput rapidly converges to 0.586 as $N$ increases.

The results also imply that, if the input rate is greater than 0.586, the switch will become saturated, and the throughput will be 0.586. If the input rate is less than 0.586, every cell will get through the switch after some delay. To characterize the delay, a discrete-time $Geom/G/1$ queuing model can be used to obtain an exact formula of the expected waiting time for $N \to \infty$.

The result is based on the following two assumptions:

1. The arrival process to each input queue is a Bernoulli process. That is, the probability that a cell arrives in each time slot is identical and independent of any other slot. We denote this probability as $p$, and call it the offered load.
2. Each cell is equally likely to be destined for any one output.

The service time for a cell at the HOL consists of the waiting time until it gets selected, plus one time slot for its transmission through the switch. As $N \to \infty$, in the steady state, the number of cells arriving at the heads of input queues and addressed to a particular output (say $j$) has the Poisson distribution with rate $p$. Hence, the service-time distribution for the discrete-time $Geom/G/1$ model is the delay distribution of another queuing system: a discrete-time $M/D/1$ queue with customers served in random order.

Using standard results for a discrete-time $Geom/G/1$ queue, we obtain the mean cell waiting time for input queuing with FIFO buffers,

$$
\bar{W} = \frac{pS(S - 1)}{2(1 - p\bar{S})} + \bar{S} - 1,
$$

where $S$ is the random variable of the service time obtained from the $M/D/1$ model. This waiting time shown in Figure 2.16 for $N \to \infty$. 

<table>
<thead>
<tr>
<th>$N$</th>
<th>Throughput</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0000</td>
</tr>
<tr>
<td>2</td>
<td>0.7500</td>
</tr>
<tr>
<td>3</td>
<td>0.6825</td>
</tr>
<tr>
<td>4</td>
<td>0.6553</td>
</tr>
<tr>
<td>5</td>
<td>0.6399</td>
</tr>
<tr>
<td>6</td>
<td>0.6302</td>
</tr>
<tr>
<td>7</td>
<td>0.6234</td>
</tr>
<tr>
<td>8</td>
<td>0.6184</td>
</tr>
<tr>
<td>$\infty$</td>
<td>0.5858</td>
</tr>
</tbody>
</table>
2.3.2 Output-Buffered Switches

With output queuing, cells are only buffered at outputs, at each of which a separate FIFO is maintained. Consider a particular (i.e., tagged) output queue. Define the random variable $A$ as the number of cell arrivals destined for the tagged output in a given time slot. Based on the same assumptions as in Section 2.3.1 on the arrivals, we have

$$a_k \triangleq \Pr\{ A = k \} = \left( \frac{N}{k} \right)^{N} \left( \frac{p}{N} \right)^{N-k} \left( 1 - \frac{p}{N} \right)^{N-k}, \quad k = 0, 1, 2, \ldots N \quad (2.9)$$

When $N \to \infty$, (2.9) becomes

$$a_k \triangleq \Pr\{ A = k \} = \frac{p^k e^{-p}}{k!}, \quad k = 0, 1, 2, \ldots \quad (2.10)$$

Denote by $Q_m$ the number of cells in the tagged queue at the end of the $m$th time slot, and by $A_m$ the number of cell arrivals during the $m$th time slot. We have

$$Q_m = \min\{ \max(0, Q_{m-1} + A_m - 1), b\}. \quad (2.11)$$
If $Q_{m-1} = 0$ and $A_m > 0$, there is no cell waiting at the beginning of the $m$th time slot, but we have $A_m$ cells arriving. We assume that one of the arriving cells is immediately transmitted during the $m$th time slot; that is, a cell goes through the switch without any delay.

For finite $N$ and finite $b$, this can be modeled as a finite-state, discrete-time Markov chain with state transition probabilities $P_{ij} = \Pr(Q_m = j | Q_{m-1} = i)$ as follows:

\[
P_{ij} = \begin{cases} 
  a_0 + a_1, & i = 0, \quad j = 0, \\
  a_0, & 1 \leq i \leq b, \quad j = i - 1, \\
  a_{j-i+1}, & 1 \leq j \leq b - 1, \quad 0 \leq i \leq j, \\
  \sum_{m=j-i+1}^{N} a_m, & j = b, \quad 0 \leq i \leq j, \\
  0 & \text{otherwise},
\end{cases}
\]  

(2.12)

where $a_i$ is given by (2.9) and (2.10) for a finite $N$ and $N \to \infty$, respectively.

The steady-state queue size can be obtained recursively from the following Markov chain balance equations:

\[
q_1 \triangleq \Pr(Q = 1) = \frac{1 - a_0 - a_1}{a_0} \cdot q_0
\]

\[
q_n \triangleq \Pr(Q = n) = \frac{1 - a_n}{a_0} \cdot q_{n-1} - \sum_{k=2}^{n} \frac{a_k}{a_0} \cdot q_{n-k}, \quad 2 \leq n \leq b,
\]

where

\[
q_0 \triangleq \Pr(Q = 0) = \frac{1}{1 + \sum_{n=1}^{b} q_n / q_0}.
\]

No cell will be transmitted on the tagged output line during the $m$th time slot if, and only if, $Q_{m-1} = 0$ and $A_m = 0$. Therefore, the switch throughput $\rho_0$ is represented as

\[
\rho_0 = 1 - q_0 a_0.
\]

A cell will be lost if, when emerging from the switch fabric, it finds the output buffer already containing $b$ cells. The cell loss probability can be calculated as follows:

\[
\Pr[\text{cell loss}] = 1 - \frac{\rho_0}{p},
\]

where $p$ is the offered load.
Fig. 2.17 The cell loss probability for output queuing as a function of the buffer size $b$ and the switch size $N$, for offered loads (a) $p = 0.8$ and (b) $p = 0.9$. 
Figure 2.17(a) and (b) show the cell loss probability for output queuing as a function of the output buffer size $b$ for various switch size $N$ and offered loads $p = 0.8$ and 0.9. At the 80% offered load, a buffer size of $b = 28$ is good enough to keep the cell loss probability below $10^{-6}$ for arbitrarily large $N$. The $N \to \infty$ curve can be a close upper bound for finite $N > 32$. Figure 2.18 shows the cell loss performance when $N \to \infty$ against the output buffer size $b$ for offered loads $p$ varying from 0.70 to 0.95.

Output queuing achieves the optimal throughput–delay performance. Cells are delayed unless it is unavoidable, when two or more cells arriving on different inputs are destined for the same output. With Little’s result, the mean waiting time $W$ can be obtained as follows:

$$W = \frac{\bar{Q}}{\rho} = \frac{\sum_{n=1}^{\infty} n q_n}{1 - q_0 a_0},$$

Figure 2.19 shows the numerical results for the mean waiting time as a function of the offered load $p$ for $N \to \infty$ and various values of the output buffer size $b$. When $N \to \infty$ and $b \to \infty$, the mean waiting time is obtained from the $M/D/1$ queue as follows:

$$W = \frac{p}{2(1 - p)}.$$
2.3.3 Completely Shared-Buffer Switches

With complete buffer sharing, all cells are stored in a common buffer shared by all inputs and outputs. One can expect that it will need less buffer to achieve a given cell loss probability, due to the statistical nature of cell arrivals. Output queuing can be maintained logically with linked lists, so that no cells will be blocked from reaching idle outputs, and we still can achieve the optimal throughput–delay performance, as with dedicated output queuing.

In the following, we will take a look at how this approach improves the cell loss performance. Denote by \( Q^i_m \) the number of cells destined for output \( i \) in the buffer at the end of the \( m \)th time slot. The total number of cells in the shared buffer at the end of the \( m \)th time slot is \( \sum_{i=1}^{N} Q^i_m \). If the buffer size is infinite, then

\[
Q^i_m = \max \{ 0, Q^i_{m-1} + A^i_m - 1 \}, \quad (2.13)
\]

where \( A^i_m \) is the number of cells addressed to output \( i \) that arrive during the \( m \)th time slot.

With a finite buffer size, cell arrivals may fill up the shared buffer, and the resulting buffer overflow makes (2.13) only an approximation. However, we
Fig. 2.20 The cell loss probability for completely shared buffering as a function of the buffer size per output, $b$, and the switch size $N$, for offered loads (a) $p = 0.8$ and (b) $p = 0.9$. 
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are only interested in the region of low cell loss probability (e.g., less than \(10^{-6}\)), in which this approximation is still good.

When \(N\) is finite, \(A'_i\), which is the number of cell arrivals destined for output \(i\) in the steady state, is not independent of \(A'_j (j \neq i)\). This is because at most \(N\) cells arrive at the switch, and a large number of cells arriving for one output implies a small number for the remaining outputs. As \(N\) goes to infinity, however, \(A'_i\) becomes an independent Poisson random variable (with mean value \(p\)). Then \(Q'_i\), which is the number of cells in the buffer that are destined for output \(i\) in the steady state, also becomes independent of \(Q_j (j \neq i)\). We will use the Poisson and independence assumptions for finite \(N\). These approximations are good for \(N \geq 16\).

Therefore we model the steady-state distribution of \(\Sigma_{i=1}^N Q'_i\), the number of cells in the buffer, as the \(N\)-fold convolution of \(N M/D/1\) queues. With the assumption of an infinite buffer size, we then approximate the cell loss probability by the overflow probability \(\Pr[\Sigma_{i=1}^N Q'_i \geq Nb]\). Figure 2.20(a) and (b) show the numerical results.
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CHAPTER 3

INPUT-BUFFERED SWITCHES

When high-speed packet switches were constructed for the first time, they used either internal shared buffer or input buffer and suffered the problem of throughput limitation. As a result, most early-date research has focused on the output buffering architecture. Since the initial demand of switch capacity is at the range of a few to 10–20 Gbit/s, output buffered switches seem to be a good choice for their high delay throughput performance and memory utilization (for shared-memory switches). In the first few years of deploying ATM switches, output-buffered switches (including shared-memory switches) dominated the market. However, as the demand for large-capacity switches increases rapidly (either line rates or the switch port number increases), the speed requirement for the memory must increase accordingly. This limits the capacity of output-buffered switches. Therefore, in order to build larger-scale and higher-speed switches, people have focused on input-buffered or combined input–output-buffered switches with advanced scheduling and routing techniques, which are the main subjects of this chapter.

Input-buffered switches have two problems: (1) throughput limitation due to the head-of-line (HOL) blocking and (2) the need of arbitrating cells due to output port contention. The first problem can be circumvented by moderately increasing the switch fabric’s operation speed or the number of routing paths to each output port (i.e., allowing multiple cells to arrive at the output port in the same time slot). The second problem is resolved by novel, fast arbitration schemes that will be described in this chapter. According to Moore’s law, memory density doubles every 18 months. But the memory speed increases at a much slower rate. For instance, the memory speed in 2001 is 5 ns for state-of-the-art CMOS static RAM, compared with 6 ns one
or two years ago. On the other hand, the speed of logic circuits increases at a higher rate than that of memory. Recently, much research has been devoted to devising fast scheduling schemes to arbitrate cells from input ports to output ports.

Here are the factors used to compare different scheduling schemes: (1) throughput, (2) delay, (3) fairness for cells, independent of port positions, (4) implementation complexity, and (5) scalability as the line rate or the switch size increases. Furthermore, some scheduling schemes even consider per-flow scheduling at the input ports to meet the delay–throughput requirements for each flow, which of course greatly increases implementation complexity and cost. Scheduling cells on a per-flow basis at input ports is much more difficult than at output ports. For example, at an output port, cells (or packets) can be timestamped with values based on their allocated bandwidth and transmitted in ascending order of their timestamp values. However, at an input port, scheduling cells must take output port contention into account. This makes the problem so complicated that so far no feasible scheme has been devised.

A group of researchers attempted to use input-buffered switches to emulate output-buffered switches by moderately increasing the switch fabric operation speed (e.g., to twice the input line rate) together with some scheduling scheme. Although this has been shown to be possible, its implementation complexity is still too high to be practical.

The rest of this chapter is organized as follows. Section 3.1 describes a simple switch model with input buffers (optional) and output buffers, and an on–off traffic model for performance study. Section 3.2 presents several methods to improve the switch performance. The degradation is mainly caused by HOL blocking. Section 3.3 describes several schemes to resolve output port contention among the input ports. Section 3.4 shows how an input-buffered switch can emulate an output-buffered switch. Section 3.5 presents a new scheduling scheme that can achieve a delay bound for an input-buffered switch without trying to emulate an output-buffered switch.

### 3.1 A SIMPLE SWITCH MODEL

Figure 3.1 depicts a simple switch model where a packet switch is divided into several component blocks. In the middle there is a switch fabric that is responsible for transferring cells from inputs to outputs. We assume that the switch fabric is internally nonblocking and it takes a constant amount of time to deliver a group of conflict-free cells to their destination. Because of output contention, however, cells destined for the same output may not be able to be delivered at the same time, and some of them may have to be buffered at inputs. We also assume that each input link and output link has the same transmission speed to connect to the outside of the switch, but the internal switch fabric can have a higher speed to improve the performance. In this case, each output may require a buffer also.
3.1.1 Head-of-Line Blocking Phenomenon

A natural way to serve cells waiting at each input is first in, first out (FIFO). That is, in every time slot only the HOL cell is considered. When a HOL cell cannot be cleared due to its loss in output contention, it may block every cell behind, which may be destined for a currently idle output. In Figure 3.2, between the first two inputs, only one of the two contending HOL cells (A and B) can be cleared in this time slot. Although cell C (the second cell of the second input) is destined for a currently idle output, it cannot be cleared, because it is blocked by the HOL cell (cell B). This phenomenon is called HOL blocking, as described in Section 2.3.1. In this case, the inefficiency can be alleviated if the FIFO restriction is relaxed. For example, both cell A and cell C may be selected to go while cell B remains on the line until the next time slot. Scheduling methods to improve switch efficiency are discussed in Section 3.2.2.

However, no scheduling scheme can improve the case at the last input where only one of the two cells can be cleared in a time slot although each of them is destined for a distinct free output. Increasing internal bandwidth is the only way to improve this situation, and it is discussed in Section 3.2.1.
3.1.2 Traffic Models and Related Throughput Results

This subsection briefly describes how the FIFO service discipline limits the throughput under some different traffic models. Detailed analytical results are described in Section 2.3.1.

3.1.2.1 Bernoulli Arrival Process and Random Traffic

Cells arrive at each input in a slot-by-slot manner. Under Bernoulli arrival process, the probability that there is a cell arriving in each time slot is identical and is independent of any other slot. This probability is referred as the offered load of the input. If each cell is equally likely to be destined for any output, the traffic becomes uniformly distributed over the switch.

Consider the FIFO service discipline at each input. Only the HOL cells contend for access to the switch outputs. If every cell is destined for a different output, the switch fabric allows each to pass through to its output. If \( k \) HOL cells are destined for the same output, one is allowed to pass through the switch, and the other \( k - 1 \) must wait until the next time slot. While one cell is waiting its turn for access to an output, other cells may be queued behind it and blocked from possibly reaching idle outputs. A Markov model can be established to evaluate the saturated throughput when \( N \) is small.\(^1\) When \( N \) is large, the slot-by-slot number of HOL cells destined for a particular output becomes a Poisson process. As described in Section 2.3.1, the HOL blocking limits the maximum throughput to 0.586 when \( N \to \infty \).

3.1.2.2 On–Off Model and Bursty Traffic

In the bursty traffic model, each input alternates between active and idle periods of geometrically distributed duration. During an active period, cells destined for the same output arrive continuously in consecutive time slots. The probability that an active or an idle period will end at a time slot is fixed. Denote \( p \) and \( q \) as the probabilities for an active and for an idle period, respectively. The duration of an active or an idle period is geometrically distributed as expressed in the following:

\[
\begin{align*}
\Pr[\text{An active period } = i \text{ slots}] &= p(1 - p)^{i-1}, \quad i \geq 1, \\
\Pr[\text{An idle period } = j \text{ slots}] &= q(1 - q)^{j}, \quad j \geq 0.
\end{align*}
\]

Note that it is assumed that there is at least one cell in an active period. An active period is usually called a burst. The mean burst length is then given by

\[
b = \sum_{i=1}^{\infty} ip(1 - p)^{i-1} = \frac{1}{p},
\]

\(^1\)Consider the state as one of the different destination combinations among the HOL cells.
and the offered load \( \rho \) is the portion of time that a time slot is active:

\[
\rho = \frac{1/p}{1/p + \sum_{j=0}^{\infty} jq(1 - q)^j} = \frac{q}{q + p - pq}.
\]

Under bursty traffic, it has been shown that, when \( N \) is large, the throughput of an input-buffered switch is between 0.5 and 0.586, depending on the burstiness [19].

### 3.2 METHODS FOR IMPROVING PERFORMANCE

The throughput limitation of an input-buffered switch is primarily due to the bandwidth constraint and the inefficiency of scheduling cells from inputs to outputs. To improve the throughput performance, we can either develop more efficient scheduling methods or simply increase the internal capacity.

#### 3.2.1 Increasing Internal Capacity

**3.2.1.1 Multilane (Input Smoothing)**

Figure 3.3 illustrates an arrangement where the cells within a frame of \( b \) time slots at each of the \( N \) inputs are simultaneously launched into a switch fabric of size \( Nb \times Nb \) [13, 9]. At most \( Nb \) cells enter the fabric, of which \( b \) can be simultaneously received at each output. In this architecture, the out-of-sequence problem may occur at any output buffer. Although intellectually interesting, input smoothing does not seem to have much practical value.

**3.2.1.2 Speedup**

A speedup factor of \( c \) means that the switch fabric runs \( c \) times as fast as the input and output ports [20, 12]. A time slot is further divided into \( c \) cycles, and cells are transferred from inputs to outputs in every cycle. Each input (output) can transmit (accept) \( c \) cells in a time slot.

![Fig. 3.3 Input smoothing.](image)
Simulation studies show that a speedup factor of 2 yields 100% throughput [20, 12].

There is another meaning when people talk about “speedup” in the literature. At most one cell can be transferred from an input in a time slot, but during the same period of time an output can accept up to \( c \) cells [27, 6, 28]. In bursty traffic mode, a factor of 2 only achieves 82.8% to 88.5% throughput, depending on the degree of input traffic correlation (burstiness) [19].

### 3.2.1.3 Parallel Switch

The parallel switch consists of \( K \) identical switch planes [21]. Each switch plane has its own input buffer and shares output buffers with other planes. The parallel switch with \( K = 2 \) achieves the maximum throughput of 1.0. This is because the maximum throughput of each switch plane is more than 0.586 for arbitrary switch size \( N \). Since each input port distributes cells to different switch planes, the cell sequence is out of order at the output port. This type of parallel switch requires timestamps, and cell sequence regeneration at the output buffers. In addition, the hardware resources needed to implement the switch are \( K \) times as much as for a single switch plane.

### 3.2.2 Increasing Scheduling Efficiency

#### 3.2.2.1 Window-Based Lookahead Selection

Throughput can be increased by relaxing the strict FIFO queuing discipline at input buffers. Although each input still sends at most one cell into the switch fabric per time slot, it is not necessarily the first cell in the queue. On the other hand, no more than one cell destined for the same output is allowed to pass through the switch fabric in a time slot. At the beginning of each time slot, the first \( w \) cells in each input queue sequentially contend for access to the switch outputs. The cells at the heads of the input queues (HOL cells) contend first. Due to output conflict, some inputs may not be selected to transmit the HOL cells, and they send their second cells in line to contend for access to the remaining outputs that are not yet assigned to receive cells in this time slot. This contention process is repeated up to \( w \) times in each time slot. It allows the \( w \) cells in an input buffer’s window to sequentially contend for any idle outputs until the input is selected to transmit a cell. A window size of \( w = 1 \) corresponds to input queuing with FIFO buffers.

Table 3.1 shows the maximum throughput achievable for various switch and window sizes (\( N \) and \( w \), respectively). The values were obtained by simulation. The throughput is significantly improved on increasing the window size from \( w = 1 \) (i.e., FIFO buffers) to \( w = 2, 3, \) and 4. Thereafter, however, the improvement diminishes, and input queuing with even an infinite window (\( w = \infty \)) does not attain the optimal delay–throughput performance of output queuing. This is because input queuing limits each input to send at most one cell into the switch fabric per time slot, which prevents cells from reaching idle outputs.
### TABLE 3.1  The Maximum Throughput Achievable with Input Queuing

for Various Switch Sizes $N$ and Window Sizes $w$

<table>
<thead>
<tr>
<th>$N$</th>
<th>Window Size $w$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>0.75</td>
</tr>
<tr>
<td>4</td>
<td>0.66</td>
</tr>
<tr>
<td>8</td>
<td>0.62</td>
</tr>
<tr>
<td>16</td>
<td>0.60</td>
</tr>
<tr>
<td>32</td>
<td>0.59</td>
</tr>
<tr>
<td>64</td>
<td>0.59</td>
</tr>
<tr>
<td>128</td>
<td>0.59</td>
</tr>
</tbody>
</table>

Fig. 3.4  Virtual output queue at the input ports.

#### 3.2.2.2 VOQ-Based Matching

Another way to alleviate the HOL blocking in input-buffered switches is for every input to provide a single and separate FIFO for each output. Such a FIFO is called a virtual output queue (VOQ), as shown in Figure 3.4. For example, VOQ$_{i,j}$ stores cells arriving at input port $i$ and destined for output port $j$.

With virtual output queuing, an input may have cells granted access by more than one output. Since each input can transfer only one cell in a time slot, the others have to wait, and their corresponding outputs will be idle. This inefficiency can be alleviated if the algorithm runs iteratively. In more intelligent schemes, matching methods can be applied to have the optimal scheduling. Three matching methods are introduced: maximal matching, maximum matching, and stable matching.
Fig. 3.5 A maximum matching and a maximal matching. Dotted lines represent the request pairs not in the matching.

A *maximum matching* is one that matches the maximum number of inputs and outputs, while a *maximal matching* is a matching where no more matches can be made without modifying the existing matches. See Figure 3.5 for an example.

The definition of stable matching assumes there is a priority list for each input and for each output. An input priority list includes all the cells queued at the input, while an output priority list concerns all the cells destined for the output (although some of them are still waiting at inputs). A matching is said to be *stable* if for each cell $c$ waiting in an input queue, one of the following conditions holds:

1. Cell $c$ is part of the matching, i.e., $c$ will be transferred from the input side to the output side during this phase.
2. A cell that is ahead of $c$ in its input priority list is part of the matching.
3. A cell that is ahead of $c$ in its output priority list is part of the matching.

Conditions 2 and 3 may be simultaneously satisfied, but condition 1 excludes the other two. Figure 3.6 illustrates how the matching algorithm works for a $3 \times 3$ switch [32]. The letter in each cell denotes the output port where the cell should be forwarded, while the number denotes its order in the preference list of that output. The light arrows indicate the requests made by outputs, while the dark arrows represent the requests granted by inputs. During the first iterations each output asks for its most preferred cell enqueued at the inputs [see Figure 3.6(a)]. In turn, input 2 grants the only
request it receives to output c, while input 1 grants the request corresponding to its most preferred cell (i.e. the request issued by output a for cell a.1). Thus, after the first iteration, outputs a and c are matched to their most preferred cells. During the next iteration, the unmatched output port b requests its most preferred cell from input 2 [see Figure 3.6(b)]. As a result, input 3 grants the output b’s request and the matching completes. Figure 3.6(d) shows the switch’s state after cells are transferred according to the resulting matching.

### 3.3 SCHEDULING ALGORITHMS

The arbitration process of a switch decides which cells at input buffers will be transferred to outputs. In the distributed manner, each output has its own arbiter, and operating independently from the others. An arbitration scheme decides which information should be passed from inputs to arbiters, and based on that information, how each output arbiter picks one among all input cells destined for the output.

An arbitration scheme is essentially a service discipline that arranges the service order among the input cells. We have three basic arbitration approaches: random selection, FIFO, and round-robin. In random selection, a cell is randomly selected among those cells. The FIFO arbitration picks the oldest cell. The slightly more complicated round-robin scheme is widely used because of its fairness. Inputs are numbered, say from 1 to $N$. Each output arbiter memorizes the last input that is granted access, say input $i$. Then

\[^2\text{Note that since output b was rejected in the first iteration by input 1, it does not longer consider this input in the current iteration.}\]
input $i + 1$ has the highest priority to be granted access in the next round. If input $i + 1$ is idle in the next round, then input $i + 2$ has the highest priority, and so on so forth.

In some simple approaches, only essential information is exchanged between inputs and outputs: an input informs an output whether it has a cell for the output, and an output tells whether that cell is granted access. Some additional parameters, such as priority and timestamp, can be used to enhance the arbitration efficiency.

### 3.3.1 Parallel Iterative Matching (PIM)

The PIM scheme [2] uses random selection to solve the contention in inputs and outputs. Input cells are first queued in VOQs. Each iteration consists of three steps. All inputs and outputs are initially unmatched, and only those inputs and outputs that are not matched at the end of an iteration will be eligible to participate in the next matching iteration. The three steps in each iteration operate in parallel on each input and output as follows:

1. Each unmatched input sends a request to every output for which it has a queued cell.
2. If an unmatched output receives multiple requests, it grants one by randomly selecting a request over all requests. Each request has equal probability to be granted.
3. If an input receives multiple grants, it accepts one by randomly selecting an output among them.

It has been shown that, on average, 75% of the remaining grants will be matched in each iteration. Thus, the algorithm converges at $O(\log N)$ iterations. Because of the random selection, it is not necessary to store the port number granted in the previous iteration. However, implementing a random function at high speed may be too expensive.

**Fig. 3.7** An example of parallel iterative matching. $L(x, y) = z$ means that there are $z$ cells on the VOQ from input $x$ to output $y$. 
Fig. 3.8 An example of iRRM (same input cell distribution as in PIM).
Figure 3.7 shows how PIM works. Under uniform traffic, PIM achieves 63% and 100% throughput for 1 and \(N\) iterations, respectively.

### 3.3.2 Iterative Round-Robin Matching (iRRM)

The iRRM scheme [23] works similarly to PIM, but uses the round-robin schedulers instead of random selection at both inputs and outputs. Each arbiter maintains a pointer pointing at the port that has the highest priority. Such a pointer is called the accept pointer \(a_i\) at input \(i\) or the grant pointer \(g_j\) at output \(j\). The algorithm is run as follows:

1. Each unmatched input\(^3\) sends a request to every output for which it has a queued cell.
2. If an unmatched output receives any requests, it chooses the one that appears next in a round-robin schedule, starting from the highest-priority element. The output notifies each input whether or not its request was granted. The pointer \(g_i\) is incremented (modulo \(N\)) to one location beyond the granted input.
3. If an input receives a multiple grant, it accepts the one that appears next in its round-robin schedule, starting from the highest-priority element. Similarly, the pointer \(a_j\) is incremented (modulo \(N\)) to one location beyond the accepted output.

An example is shown in Figure 3.8. In this example, we assume that the initial value of each grant pointer is input 1 (e.g., \(g_1 = 1\)). Similarly, each accept pointer is initially pointing to output 1 (e.g., \(a_1 = 1\)). During step 1, the inputs request transmission to all outputs that they have a cell destined for. In step 2, among all received requests, each grant arbiter selects the requesting input that is nearest to the one currently pointed to. Output 1 chooses input 1, output 2 chooses input 1, output 3 has no requests, and output 4 chooses input 3. Then, each grant pointer moves one position beyond the selected one. In this case, \(g_1 = 2, g_2 = 2, g_3 = 1, \text{ and } g_4 = 4\). In step 3, each accept pointer decides which grant is accepted, as the grant pointers did. In this example, input 1 accepts output 1, and input 3 accepts output 4, then \(a_1 = 2, a_2 = 1, a_3 = 1, \text{ and } a_4 = 1\). Notice that the pointer \(a_3\) accepted the grant issued by output 4, so the pointer returns to position 1.

### 3.3.3 Iterative Round-Robin with SLIP (iSLIP)

An enhanced scheme (iSLIP) was presented in [24, 25]. The difference is that in this scheme, the grant pointers update their positions only if their grants are accepted. In this scheme, starvation is avoided because a recently matched pair gets the lowest priority. The steps for this scheme are as

---

\(^3\)At the beginning each input is unmatched.
Fig. 3.9 iSLIP example.
follows:

1. Each unmatched input sends a request to every output for which it has a queued cell.

2. If an unmatched output receives multiple requests, it chooses the one that appears next in a fixed, round-robin schedule starting from the highest-priority element. The output notifies each input whether or not its request was granted.

3. If an input receives multiple grants, it accepts the one that appears next in a fixed round-robin schedule starting from the highest-priority element. The pointer $a_i$ is incremented (modulo $N$) to one location beyond the accepted output. The accept pointers $a_i$ are updated only in the first iteration.

4. The grant pointer $g_i$ is incremented (modulo $N$) to one location beyond the granted input if and only if the grant is accepted in step 3 of the first iteration. Like the accept pointers, the pointers $g_i$ are updated only in the first iteration.

Because of the round-robin moving of the pointers, we expect the algorithm to provide a fair allocation of bandwidth among all flows. This scheme contains $2N$ arbiters, each of which is implementable with low complexity. The throughput offered with this algorithm is 100% for any number of iterations, due to the desynchronization effect (see Section 3.3.4). A matching example of this scheme is shown in Figure 3.9. Considering the example from the iRRM discussion, initially all pointers $a_i$ and $g_i$ are set to 1. In step 2 of iSLIP, the output accepts the request that is closer to the pointed input in a clockwise direction; however, in a manner different from iRRM, the pointers $g_i$ are not updated in this step. They wait for the acceptance result. In step 3, the inputs accept the grant that is closer to the one pointed to by $a_i$. The accept pointers change to one position beyond the accepted one, $a_1 = 2$, $a_2 = 1$, $a_3 = 1$, and $a_4 = 1$. Then, after the accept pointers decide which grant is accepted, the grant pointers change to one position beyond the accepted grant (i.e., a nonaccepted grant produces no change in a grant pointer position). The new values for these pointers are $g_1 = 2$, $g_2 = 1$, $g_3 = 4$ and $g_4 = 1$. In the following iterations, only the unmatched input and outputs are considered and the pointers are not modified (i.e., updating occurs in the first iteration only).

### 3.3.4 Dual Round-Robin Matching (DRRM)

The DRRM scheme [3, 4] works similarly to iSLIP, also using the round-robin selection instead of random selection. But it starts the round-robin selection at inputs. An input arbiter is used to select a nonempty VOQ according to the round-robin service discipline. After the selection, each input sends a request, if necessary, to the destined output arbiter. An output arbiter receives up to $N$ requests. It chooses one of them based on the round-robin
service discipline, and sends a grant to the winner input port. Because of
the two sets of independent round-robin arbiters, this arbitration scheme is
called dual round-robin (DRR) arbitration.

The DRR arbitration has four steps in a cycle: (1) each input arbiter
performs request selection, and (2) sends a request to the output arbiters;
(3) each output arbiter performs grant arbitration, and (4) the output arbiters
send grant signals to input arbiters. Figure 3.10 shows an example of the
DRR arbitration algorithm. In a request phase, each input chooses a VOQ
and sends a request to an output arbiter. Assume input 1 has cells destined
for both outputs 1 and 2. Since its round-robin pointer, $r_1$, is pointing to 1,
input arbiter 1 sends a request to output 1 and updates its pointer to 2. Let
us consider output 3 in the grant phase. Since its round-robin pointer, $g_3$, is
pointing to 3, output arbiter 3 grants access to input 3 and updates its pointer
to 4. Like iSLIP, DRRM has the desynchronization effect. The input arbiters
granted in different time slots have different pointer values, and each of
them requests a different output, resulting in desynchronization. However,
the DRR scheme requires less time to do arbitration and is easier to
implement. This is because less information exchange is needed between
input arbiters and output arbiters. In other words, DRRM saves the initial
transmission time required to send requests from inputs to outputs in iSLIP.

Consider the fully loaded situation in which every VOQ always has cells.
Figure 3.11 shows the HOL cells chosen from each input port in different
time slots. In time slot 1, each input port chooses a cell destined for output
A. Among those three cells, only one (the first one in this example) is granted
and the other two have to wait at HOL. The round-robin (RR) pointer of the

---

**Fig. 3.10** An example of the dual round-robin scheduling algorithm. (©2000 IEEE.)
Fig. 3.11 The desynchronization effect of DRRM under the fully loaded situation. Only HOL cells at each input are shown for illustration. (©2000 IEEE.)

Fig. 3.12 Comparison of tail probability of input delay under three arbitration schemes.
first input advances to point to output $B$ in time slot 2, and a cell destined for $B$ is chosen and then granted because of no contenders. The other two inputs have their HOL cells unchanged, both destined for output $A$. Only one of them (the one from the second input) is granted, and the other has to wait until the third time slot. At that time, the round-robin pointers among the three inputs have been desynchronized and point to $C$, $B$, and $A$, respectively. As a result, all three cells chosen are granted.

Figure 3.12 shows the tail probability under FIFO + RR (FIFO for input selection and RR for round-robin arbitration), DRR, and iSLIP arbitration schemes. The switch size is 256, and the average burst length is 10 cell slots (with the on-off model). DRR’s and iSLIP’s performance are comparable at a speedup of 2, while all three schemes have almost the same performance at speeds $c \geq 3$.

3.3.5 Round-Robin Greedy Scheduling

Although iSLIP and DRRM are efficient scheduling algorithms to achieve high switch throughput, they have a timing constraint that the scheduling has to be completed within one cell time slot. That constraint can become a bottleneck when the switch size or a port speed increases. For instance, when considering a 64-byte fixed-length cell at a port speed of 40 Gbit/s (OC-786), the computation time available for maximal-sized matching is only 12.8 ns.

To relax the scheduling timing constraint, a pipeline-based scheduling algorithm called round-robin greedy scheduling (RRGS) was proposed by Smiljanic et al. [30].

Before we describe pipelined RRGS, nonpipelined RRGS is described. Consider an $N \times N$ crossbar switch, where each input port $i$, $i \in \{0, 1, \ldots, N - 1\}$, has $N$ logical queues, corresponding to each of the $N$ outputs. All packets are fixed-size cells. The input of the RRGS protocol is the state of all input/output queues, or a set $C = \{(i, j) \mid \text{there is at least one packet at input } i \text{ for output } j\}$. The output of the protocol is a schedule, or a set $S = \{(i, j)\}$ packet will be sent from input $i$ to output $j$. Note that in each time slot, an input can only transmit one packet, and an output can receive only one packet. The schedule for the $k$th time slot is determined as follows:

- **Step 1:** $I_k = \{0, 1, \ldots, N - 1\}$ is the set of all inputs; $O_k = \{0, 1, \ldots, N - 1\}$ is the set of all outputs. $i = (\text{const} - k) \mod N$ (such choice of an input that starts a schedule will enable a simple implementation).
- **Step 2:** If $I_k$ is empty, stop; otherwise, choose the next input in a round-robin fashion according to $i = (i + 1) \mod N$.
- **Step 3:** Choose in a round-robin fashion the output $j$ from $O_k$ such that $(i, j) \in C_k$. If there is none, remove $i$ from $I_k$ and go to step 2.
- **Step 4:** Remove input $i$ from $I_k$, and output $j$ from $O_k$. Add $(i, j)$ to $S_k$. Go to step 2.
The scheduling of a given time slot in RRGS consists of \( N \) phases. In each phase, one input chooses one of the remaining outputs for transmission during that time slot. A phase consists of the request from the input module (IM) to the RR arbiter, RR selection, and acknowledgement from the RR arbiter to the IM. The RR order in which inputs choose outputs shifts cyclically for each time slot, so that it ensures equal access for all inputs.

Now, we describe pipelined RRGS by applying the nonpipelined concept. We assume that \( N \) is an odd number to simplify the discussion. When \( N \) is an even number, the basic concept is the same, but there are minor changes. \( N \) separate schedules are in progress simultaneously, for \( N \) distinct time slots in the future. Each phase of a particular schedule involves just one input. In any given time slot, other inputs may simultaneously perform the phases of schedules for other distinct time slots in the future. While \( N \) time slots are required to complete the \( N \) phases of a given schedule, \( N \) phases of \( N \) different schedules may be completed within one time slot using a pipeline approach, and computing the \( N \) schedules in parallel. But this is effectively equivalent to the completion of one schedule every time slot. In RRGS, a specific time slot in the future is made available to the inputs for scheduling in a round-robin fashion. Input \( i \), which starts a schedule for the \( k \)th time slot (in the future), chooses an output in a RR fashion, and sends to the next input, \((i + 1) \mod N\), a set \( O_k \) that indicates the remaining output ports that are still free to receive packets during the \( k \)th time slot. Any input \( i \), on receiving from the previous input, \((i - 1) \mod N\), the set \( O_k \) of available outputs for the \( k \)th time slot, chooses one output if possible from this set, and sends to the next input, \((i + 1) \mod N\), the modified set \( O_k \), if input \( i \) did not complete the schedule for the \( k \)th time slot, \( T_k \). An input \( i \) that completes a schedule for the \( k \)th time slot should not forward the modified set \( O_k \) to the next input, \((i + 1) \mod N\). Thus input \((i + 1) \mod N\), which did not receive the set \( O_k \) in the current time slot, will be starting a new schedule (for a new time slot) in the next time slot. Step 1 of RRGS implies that an input refrains from forwarding \( O_k \) once in \( N \) time slots. The input \( i \) that does not forward \( O_k \) should be the last one that chooses an output for the \( k \)th time slot. Thus, since each RR arbiter has only to select one candidate within one time slot, RRGS dramatically relaxes the scheduling time constraint compared with SLIP and DRRM.

Figure 3.13 shows an example of a timing diagram of a pipelined \( 5 \times 5 \) RRGS algorithm.

A simple structure for the central controller that executes the RRGS algorithm is shown in Figure 3.14. A RR arbiter associated to each input module communicates only with the RR arbiters associated to adjacent input modules, and the complex interconnection between input and output modules is avoided. It stores addresses of the reserved outputs into the memory (M).
<table>
<thead>
<tr>
<th>( T_1 )</th>
<th>( T_2 )</th>
<th>( T_3 )</th>
<th>( T_4 )</th>
<th>( T_5 )</th>
<th>( T_6 )</th>
<th>( T_7 )</th>
<th>( T_8 )</th>
<th>( T_9 )</th>
<th>( T_{10} )</th>
<th>( T_{11} )</th>
<th>( T_{12} )</th>
<th>( T_{13} )</th>
<th>( T_{14} )</th>
<th>( T_{15} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
<td>( T_{11} )</td>
<td>( T_{12} )</td>
<td>( T_{13} )</td>
<td>( T_{14} )</td>
<td>( T_{15} )</td>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
<td>( T_{11} )</td>
<td>( T_{12} )</td>
<td>( T_{13} )</td>
<td>( T_{14} )</td>
<td>( T_{15} )</td>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
<td>( T_{11} )</td>
<td>( T_{12} )</td>
<td>( T_{13} )</td>
<td>( T_{14} )</td>
<td>( T_{15} )</td>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
<td>( T_{11} )</td>
<td>( T_{12} )</td>
<td>( T_{13} )</td>
<td>( T_{14} )</td>
<td>( T_{15} )</td>
<td>( T_0 )</td>
<td>( T_5 )</td>
<td>( T_6 )</td>
<td>( T_8 )</td>
<td>( T_9 )</td>
</tr>
</tbody>
</table>

**Fig. 3.13** Timing diagram of 5 × 5 RRGS switch.
The average delay of RRGS, $D_{RRGS}$, is approximately given as [30]

$$D_{RRGS} = \frac{1 - p/N}{1 - p} + \frac{N}{2}.$$  \hspace{1cm} (3.1)

The price that RRGS pays for its simplicity is the additional pipeline delay, which is on average equal to $N/2$ time slots. This pipeline delay is not critical for the assumed very short packet transmission time. Smiljanic et al. [30] showed that RRGS provides better performance than iSLIP with one iteration for a heavy load.

Smiljanic also proposed so-called weighted RRGS (WRRGS), which guarantees prerreserved bandwidth [31], while preserving the advantage of RRGS. WRRGS can flexibly share the bandwidth of any output among the inputs.

### 3.3.6 Design of Round-Robin Arbiters / Selectors

A challenge to building a large-scale switch lies in the stringent arbitration time constraint for output contention resolution. This section describes how to design the RR-based arbiters.

#### 3.3.6.1 Bidirectional Arbiter

A bidirectional arbiter for output resolution control operates using three output-control signals, $DL$, $DH$, and $UH$ as shown in Figure 3.15 [10]. Each signal is transmitted on one bus line. $DL$ and $DH$ are downstream signals, while $UH$ is the upstream signal.

The three signal bus functions are summarized as follows:

- $DL$: Selects highest requested crosspoint in group $L$.
- $DH$: Selects highest requested crosspoint in group $H$.
- $UH$: Identifies whether group $H$ has request or not.
<table>
<thead>
<tr>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Behavior</strong></td>
<td><strong>Ring arbiter operation</strong></td>
</tr>
<tr>
<td><img src="image" alt="Block diagram of the bidirectional arbiter" /></td>
<td><img src="image" alt="Block diagram of the bidirectional arbiter" /></td>
</tr>
<tr>
<td><strong>Request to both Group H and L or only Group H</strong></td>
<td><strong>Request to only Group L</strong></td>
</tr>
<tr>
<td><strong>Group H</strong></td>
<td><strong>Group H</strong></td>
</tr>
<tr>
<td><strong>Group L</strong></td>
<td><strong>Group L</strong></td>
</tr>
<tr>
<td><strong>ACK</strong></td>
<td><strong>ACK</strong></td>
</tr>
</tbody>
</table>

Fig. 3.15  Block diagram of the bidirectional arbiter. (©1994 IEEE.)
The arbitration procedure can be analyzed into two cases in Figure 3.15. Case 1 has group $H$ active or both $L$ and $H$ active. In this case, the highest request in group $H$ will be selected. Case 2 has only group $L$ active. In that case, the highest request in group $L$ will be selected.

In case 1, the $DH$ signal locates the highest crosspoint in Group $H$, $xp_4$, and triggers the ACK signal. The $UH$ signal indicates that there is at least one request in group $H$ to group $L$. The $DL$ signal finds the highest crosspoint, $xp_1$, in group $L$, but no ACK signal is sent from $xp_1$, because of the state of the $UH$ signal. In the next cell period, $xp_1$ to $xp_4$ form group $L$, and $xp_5$ is group $H$.

In case 2, the $UH$ signal shows that there is no request in group $H$; the $DL$ signal finds the highest request in group $L$, $xp_1$, and triggers the ACK signal.

Note that both selected crosspoints in case 1 and case 2 are the same crosspoints that would be selected by a theoretical RR arbiter.

The bidirectional arbiter operates two times faster than a normal ring arbiter (unidirectional arbiter), but twice as many transmitted signals are required. The bidirectional arbiter can be implemented with simple hardware. Only 200 or so gates are required to achieve the distributed arbitration at each crosspoint, according to the logic table shown in Table 3.2.

### 3.3.6.2 Token Tunneling

This section introduces a more efficient arbitration mechanism called *token tunneling* [4]. Input requests are arranged into groups. A token starts at the RR pointer position and runs through all

---

**Table 3.2: A Part of the Logic Table of the Bidirectional Arbiter**

<table>
<thead>
<tr>
<th>Level Combination</th>
<th>next</th>
</tr>
</thead>
<tbody>
<tr>
<td>$DL$</td>
<td>$DH$</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$</td>
</tr>
<tr>
<td>$H$</td>
<td>$H$</td>
</tr>
<tr>
<td>$L$</td>
<td>$H$</td>
</tr>
<tr>
<td>$L$</td>
<td>$H$</td>
</tr>
<tr>
<td>$L$</td>
<td>$H$</td>
</tr>
<tr>
<td>$L$</td>
<td>$H$</td>
</tr>
<tr>
<td>$H$</td>
<td>$L$</td>
</tr>
<tr>
<td>$H$</td>
<td>$L$</td>
</tr>
<tr>
<td>$H$</td>
<td>$L$</td>
</tr>
<tr>
<td>$L$</td>
<td>$L$</td>
</tr>
<tr>
<td>$L$</td>
<td>$L$</td>
</tr>
<tr>
<td>$L$</td>
<td>$L$</td>
</tr>
</tbody>
</table>

$^a$Group Indication—indicating which group the crosspoint belongs to.
requests before selecting the one with the highest priority. As shown in Figure 3.16(a), when the token arrives in a group where all requests are 0, it can skip this group taking the tunnel directly from the input of the group to the output. The arbitration time thus becomes proportional to the number of groups, instead of the number of ports.

Suppose each group handles \( n \) requests. Each crosspoint unit (XPU) contributes a two-gate delay for arbitration. The token rippling through all the XPUs in the group where the token is generated and all the XPUs in the group where the token is terminated contributes a \( 4n \)-gate delay. There are altogether \( N/n \) groups, and at most \( N/n - 2 \) groups will be tunneled through. This contributes a \( 2(N/n - 2) \)-gate delay. Therefore, the worst case time complexity of the basic token tunneling method is \( D_i = 4n + 2(N/n - 2) \) gates of delay, with 2 gates of delay contributed by the tunneling in each group. This occurs when there is only one active request and it is at the farthest position from the round-robin pointer—or example, the request is at the bottommost XPU while the round-robin pointer points to the topmost one.

By tunneling through smaller XPU groups of size \( g \) and having a hierarchy of these groups as shown in Figure 3.16(b), it is possible to further reduce the
worst case arbitration delay to \( D_s = 4g + 5d + 2(N/n - 2) \) gates, where \( d = \lfloor \log_2(n/g) \rfloor \). The hierarchical method basically decreases the time spent in the group where the token is generated and in the group where the token is terminated. For \( N = 256, n = 16, \) and \( g = 2 \), the basic token tunneling method requires a 92-gate delay, whereas the hierarchical method requires only a 51-gate delay.

### 3.4 OUTPUT-QUEUING EMULATION

The major drawback of input queuing is that the queuing delay between inputs and outputs is variable, which makes delay control more difficult. Can an input–output-buffered switch with a certain speedup behave identically \(^4\) to an output-queued switch? The answer is yes, with the help of a better scheduling scheme. This section first introduces some basic concepts and then highlights some scheduling schemes that achieve the goal.

#### 3.4.1 Most-Urgent-Cell-First Algorithm (MUCFA)

The MUCFA scheme [29] schedules cells according to their urgency. A shadow switch with output queuing is considered in the definition of the urgency of a cell. The urgency, which is also called the time to leave (TL), is the time after the present that the cell will depart from the output-queued (OQ) switch. This value is calculated when a cell arrives. Since the buffers of the OQ switch are FIFO, the urgency of a cell at any time equals the number of cells ahead of it in the output buffer at that time. It gets decremented after every time slot. Each output has a record of the urgency value of every cell destined for it. The algorithm is run as follows:

1. At the beginning of each phase, each output sends a request for the most urgent cell (i.e., the one with the smallest TL) to the corresponding input.
2. If an input receives more than one request, then it will grant to that output whose cell has the smallest urgency number. If there is a tie between two or more outputs, a supporting scheme is used. For example, the output with the smallest port number wins, or the winner is selected in a RR fashion.
3. Outputs that lose contention will send a request for their next most urgent cell.
4. The above steps run iteratively until no more matching is possible. Then cells are transferred, and MUCFA goes to the next phase.

An example is shown in Figure 3.17. Each number represents a queued cell, and the number itself indicates the urgency of the cell. Each input maintains three VOQs, one for each output. Part (a) shows the initial state of

\(^4\) Under identical inputs, the departure time of every cell from both switches is identical.
the first matching phase. Output 1 sends a request to input 1, since the HOL cell in VOQ\textsubscript{1,1} is the most urgent for it. Output 2 sends a request to input 1, since the HOL cell in VOQ\textsubscript{1,2} is the most urgent for it. Output 3 sends a request to input 3, since the HOL cell in VOQ\textsubscript{3,3} is the most urgent for it. Part (b) illustrates matching results of the first phase, where cells from VOQ\textsubscript{1,1}, VOQ\textsubscript{2,2}, and VOQ\textsubscript{3,3} are transferred. Part (c) shows the initial state of the second phase, while part (d) gives the matching results of the second phase, in which HOL cells from VOQ\textsubscript{1,2} and VOQ\textsubscript{3,3} are matched.

It has been shown that, under an internal speedup of 4, a switch with VOQ and MUCFA scheduling can behave identically to an OQ switch, regardless of the nature of the arrival traffic.

### 3.4.2 Chuang et al.’s Results

This category of algorithms is based on an implementation of priority lists for each arbiter to select a matching pair [7]. The input priority list is formed by positioning each arriving cell at a particular place in the input queue. The relative ordering among other queued cells remains unchanged. This kind of queue is called a *push-in queue*. Some metrics are used for each arriving cell to determine the location. Furthermore, if cells are removed from the queue in an arbitrary order, we call it a *push-in arbitrary out* (PIAO) queue. If the cell at the head of queue is always removed next, we call it a *push-in first out* (PIFO) queue.
The algorithms described in this section also assume a shadow OQ switch, based on which the following terms are defined:

1. The time to leave $\text{TL}(c)$ is the time slot in which cell $c$ would leave the shadow OQ switch. Of course, $\text{TL}(c)$ is also the time slot in which cell $c$ must leave the real switch for the identical behavior to be achieved.

2. The output cushion $\text{OC}(c)$ is the number of cells waiting in the output buffer at cell $c$'s output port that have a lower TL value than cell $c$. If a cell has a small (or zero) output cushion, then it is urgent for it to be delivered to its output so that it can depart when its time to leave is reached. If it has a large output cushion, it may be temporarily set aside while more urgent cells are delivered to their outputs. Since the switch is work-conserving, a cell's output cushion is decremented after every time slot. A cell's output cushion increases only when a newly arriving cell is destined for the same output and has a more urgent TL.

3. The input thread $\text{IT}(c)$ is the number of cells ahead of cell $c$ in its input priority list. $\text{IT}(c)$ represents the number of cells currently at the input that have to be transferred to their outputs more urgently than cell $c$. A cell's input thread is decremented only when a cell ahead of it is transferred from the input, and is possibly incremented when a new cell arrives. It would be undesirable for a cell to simultaneously have a large input thread and a small output cushion—the cells ahead of it at the input might prevent it from reaching its output before its TL. This motivates the definition of slackness.

4. The slackness $\text{L}(c)$ equals the output cushion of cell $c$ minus its input thread, that is, $\text{L}(c) = \text{OC}(c) - \text{IT}(c)$. Slackness is a measure of how large a cell's output cushion is with respect to its input thread. If a cell's slackness is small, then it is urgent for it to be transferred to its output. If a cell has a large slackness, then it may be kept at the input for a while.

### 3.4.2.1 Critical Cell First (CCF) CCF is a scheme of inserting cells in input queues that are PIFO queues. An arriving cell is inserted as far from the head of its input queue as possible so that the input thread of the cell is not larger than its output cushion (i.e., the slackness is positive). Suppose that cell $c$ arrives at input port $P$. Let $x$ be the number of cells waiting in the output buffer at cell $c$'s output port. Those cells have a lower TL value than cell $c$ or the output cushion $\text{OC}(c)$ of $c$. Insert cell $c$ into $(x + 1)$th position from the front of the input queue at $P$. As shown in Figure 3.18, each cell is represented by its destined output port and the TL. For example, cell $(B, 4)$ is destined for output $B$ and has a TL value equal to 4. Part (a) shows the initial state of the input queues. Part (b) shows the insertion of two incoming cells $(C, 4)$ and $(B, 4)$ to ports $Y$ and $Z$, respectively. Cell $(C, 4)$ is inserted at
the third place of port $Y$, and cell $(B, 4)$ at the second place of port $Z$. Hence, upon arrival, both cells have zero slackness. If the size of the priority list is less than $x$ cells, then place $c$ at the end of the input priority list. In this case, cell $c$ has a positive slackness. Therefore, every cell has a nonnegative slackness on arrival.

### 3.4.2.2 Last In, Highest Priority (LIHP)

LIHP is also a scheme of inserting cells at input queues. It was proposed mainly to show and demonstrate the sufficient speedup to make an input–output queued switch emulate an output-queued switch. LIHP places a newly arriving cell right at the front of the input priority list, providing a zero input thread $IT(c) = 0$ for the arriving cell. See Figure 3.19 for an example. The scheduling in every arbitration phase is a stable matching based on the TL value and the position in its input priority list of each queued cell.

The necessary and sufficient speedup is $2 - 1/N$ for an $N \times N$ input–output-queued switch to exactly emulate a $N \times N$ output-queued switch with FIFO service discipline.

**Fig. 3.18** Example of CCF priority placement.

**Fig. 3.19** An example of placement for LIHP. (a) The initial state. (b) The new cell is placed at the highest-priority position.
The necessary condition can be shown by the example as shown below. Since the speedup $2 - 1/N$ represents a nonintegral distribution of arbitration phases per slot between one and two, we first describe how scheduling phases are distributed. A speedup of $2 - 1/N$ corresponds to having one truncated time slot out of every $N$ time slots; the truncated time slot has just one scheduling phase, whereas the other $N - 1$ time slots have two scheduling phases each. Figure 3.20 shows the difference between one-phase and two-phase time slots. We assume that the scheduling algorithm does not know in advance whether a time slot is truncated.

Recall that a cell is represented as a tuple $(P, TL)$, where $P$ represents which output port the cell is destined to and $TL$ represents the time to leave for the cell. For example, the cell $(C, 7)$ must be scheduled for port $C$ before the end of time slot 7.

The input traffic pattern that provides the lower bound for an $N \times N$ input–output-queued switch is given as follows. The traffic pattern spans $N$ time slots, the last of which is truncated:

1. In the first time slot, all input ports receive cells destined for the same output port, $P_1$.
2. In the second time slot, the input port that had the lowest $TL$ in the previous time slot does not receive any more cells. In addition, the rest of the input ports receive cells destined for the same output port, $P_2$.
3. In the $i$th time slot, the input ports that had the lowest $TL$ in each of the $i - 1$ previous time slots do not receive any more cells. In addition, the rest of the input ports must receive cells destined for the same output port, $P_i$.

One can repeat the traffic pattern just mentioned as many times as is required to create arbitrarily long traffic patterns. Figure 3.21 shows the
above sequence of cells for a $4 \times 4$ switch. The departure events from the output-queued switch are depicted on the right, and the arrival events are on the left. For simplicity, we present the proof of our lower bound on this $4 \times 4$ switch instead of a general $N \times N$ switch.

Figure 3.22 shows the only possible schedule for transferring these cells across in seven phases. Of the four time slots, the last one is truncated, giving a total of seven phases. Cell A-1 must leave the input side during the first phase, since the input/output-queued switch does not know whether the first time slot is truncated. Similarly, cells B-2, C-3, and D-4 must leave during the third, fifth, and seventh phases, respectively [see Fig. 3.22(a)]. Cell A-2 must leave the input side by the end of the third phase. However, it cannot leave during the first or the third phase, because of contention. Therefore, it must

![Fig. 3.21](image-url)

Fig. 3.21  Lower-bound input traffic pattern for a $4 \times 4$ switch.

![Fig. 3.22](image-url)

Fig. 3.22  Scheduling order for the lower-bound input traffic pattern in Figure 3.21.
depart during the second phase. Similarly, cells B-3 and C-4 must depart during the fourth and sixth phases, respectively [see Fig. 3.22(b)]. Continuing this elimination process [see Fig. 3.22(c) and (d)], there is only one possible scheduling order. For this input traffic pattern, the switch needs all seven phases in four time slots, which corresponds to a minimum speedup of $\frac{7}{4}$ (or $2 - \frac{1}{2}$). The proof of the general case for an $N \times N$ switch is a straightforward extension of the $4 \times 4$ example.

### 3.5 LOWEST-OUTPUT-OCCUPANCY-CELL-FIRST ALGORITHM (LOOFA)

The LOOFA is a work-conserving scheduling algorithm [16]. It provides 100% throughput and a cell delay bound for feasible traffic, using a speedup of 2. An input–output-queued architecture is considered. Two versions of this scheme have been presented: the greedy and the best-first. This scheme considers three different parameters associated with a cell, say cell $c$, to perform a match: the number of cells in its destined output queue, or output occupancy, OCC($c$); the timestamp of a cell, or cell age, TS($c$); and the smallest port number, to break ties. Under the speedup of 2, each time slot has two phases. During each phase, the greedy version of this algorithm works as follows (see Fig. 3.23 for an example):

1. Initially, all inputs and outputs are unmatched.
2. Each unmatched input selects an active VOQ (i.e., a VOQ that has at least one cell queued) going to the unmatched output with the lowest

![Fig. 3.23](image)
occurrence, and sends a request to that output. Ties are broken by selecting the smallest output port number. See Figure 3.23(a).

3. Each output, on receiving requests from multiple inputs, selects the one with the smallest OCC and sends the grant to that input. Ties are broken by selecting the smallest port number.

4. Return to step 2 until no more connections can be made.

An example of the greedy version is shown in Figure 3.23. The tuple \((X, Y)\) in the VOQ represents the output occupancy \(OCC(c)\) and the timestamp \(TS(c)\) of cell \(c\), respectively. In the upper part of the figure, the arrows indicate the destinations for all different cells at the input ports. The gray arrows in the lower part of the figure indicate the exchange of requests and grants. The black arrows indicate the final match. Part (a) shows that each input sends a request to the output with the lowest occupancy. Output 2 receives two requests, one from \(A\) and the other from \(B\), while output 3 receives a request from input \(C\). Part (b) illustrates that, between the two requests, output 2 chooses input \(A\), the one with lower TS. Output 3 chooses the only request, input \(C\).

The best-first version works as follows:

1. Initially, all inputs and outputs are unmatched.

2. Among all unmatched outputs, the output with the lowest occupancy is selected. Ties are broken by selecting the smallest output port number. All inputs that have a cell destined for the selected output send a request to it.

3. The output selects the cell request input with the smallest time stamp and sends the grant to the input. Ties are broken by selecting the smallest input port number.

4. Return to step 2 until no more connections can be made (or \(N\) iterations are completed).

Figure 3.24 shows a matching example with the best-first version. The selection of the output with the lowest \(OCC(c)\) results in a tie: Outputs 2 and 3 have the lowest OCC. This tie is broken by selecting output 2, since this port number is the smaller. Therefore, inputs \(A\) and \(B\) send a request to this output as shown in part (b), while part (c) illustrates that output 2 grants the oldest cell, input \(A\). Part (d) shows the matching result after the first iteration. The second iteration begins in part (e) when output 3 is chosen as the unmatched output port with the lowest OCC with requests from inputs \(B\) and \(C\). Input \(B\) is chosen in part (f) for its lowest \(TS(c)\). Part (g) depicts the final match.

Both algorithms achieve a maximal matching, with the greedy version achieving it in less iterations. On the other hand, it has been proven that, when combined with the oldest-cell-first input selection scheme, the best-first
version provides delay bounds for rate-controlled input traffic under a speedup of 2. Denote by $D_a$ and $D_o$ the arbitration delay and the output queuing delay of any cell. It can be shown that that $D_a \leq 4N/(S - 1)$ and $D_o \leq 2N$ cell slots, where $S$ is the speedup factor.
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CHAPTER 4

SHARED-MEMORY SWITCHES

In shared-memory switches, all input and output ports have access to a common memory. In every cell time slot, all input ports can store incoming cells and all output ports can retrieve their outgoing cells (if any). A shared-memory switch works essentially as an output-buffered switch, and therefore also achieves the optimal throughput and delay performance. Furthermore, for a given cell loss rate, a shared-memory switch requires less buffers than other switches.

Because of centralized memory management to achieve buffer sharing, however, the switch size is limited by the memory read/write access time, within which \( N \) incoming and \( N \) outgoing cells in a time slot need to be accessed. As shown in the formula given below, the memory access cycle must be shorter than \( 1/2N \) of the cell slot, which is the transmission time of a cell on the link:

\[
\text{memory access cycle} \leq \frac{\text{cell length}}{2 \cdot N \cdot \text{link speed}}.
\]

For instance, with a cell slot of 2.83 \( \mu s \) (53-byte cells at the line rate of 149.76 Mbit/s, or 155.52 Mbit/s \( \times \frac{26}{27} \)) and with a memory cycle time of 10 ns, the switch size is limited to 141.

Several commercial ATM switch systems based on the shared memory architecture provide a capacity of several tens of gigabits per second. Some people may argue that memory density doubles every 18 months and so the memory saving by the shared-memory architecture is not that significant. However, since the memory used in the ATM switch requires high speed
(e.g., 5–10-ns cycle time), it is expensive. Thus, reducing the total buffer size can considerably reduce the implementation cost. Some shared-memory switch chip sets have the capability of integrating with other space switches to build a large-capacity switch (e.g., a few hundred gigabits per second).

Although the shared-memory switch has the advantage of saving buffer size, the buffer can be occupied by one or a few output ports that are congested and thus leave no room for other cells destined for other output ports. Thus, there is normally a cap on the buffer size that can be used by any output port.

The following sections discuss different approaches to organize the shared memory and necessary control logics. The basic idea of the shared-memory switch is to use logical queues to link the cells destined for the same output port. Section 4.1 describes this basic concept, the structure of the logical queues, and the pointer processing associated with writing and reading cells to and from the shared memory. Section 4.2 describes a different approach to implement the shared-memory switch by using a content-addressable memory (CAM) instead of a random access memory (RAM) as in most approaches. Although CAM is not as cost-effective and fast as RAM, the idea of using CAM to implement the shared-memory switch is interesting because it eliminates the need of maintaining logical queues. The switch size is limited by the memory chip’s speed constraint, but several approaches have been proposed to increase it, such as the space–time–space approach in Section 4.3 and multistage shared-memory switches in Section 4.4. Section 4.5 describes several shared-memory switch architectures to accommodate multicasting capability.

4.1 LINKED LIST APPROACH

Figure 4.1 illustrates the concept of the shared-memory switch architecture. Cells arriving on all input lines are time-division multiplexed into a single stream, which is then converted to a parallel word stream and fed to the

![Fig. 4.1 Logical queues in a shared-memory switch.](image-url)
common memory for storage. Internally to the memory, cells are organized into separate logical queues, one for each output line. Cells destined for the same output port are linked together in the same logical queue. On the other hand, an output stream of cells is formed by retrieving the head-of-line (HOL) cells from the output queues sequentially, one per queue; the output stream is then time-division demultiplexed, and cells are transmitted on the output lines. Each logical queue is confined by two pointers, the head pointer (HP) and the tail pointer (TP). The former points to the first cell of a logical queue, while the latter points to the last cell of a logical queue or to a vacant location to which the next arriving cell will be stored.

Figure 4.2 depicts a linked-list-based shared-memory switch where a logical queue is maintained for each output to link all cells in the memory destined for the output. Each logical queue is essentially operated as a FIFO queue.

The switch operation is as follows. Incoming cells are time-division multiplexed to two synchronized streams: a stream of data cells to the memory,
and a stream of the corresponding headers to the route decoder (RT DEC) for maintaining logical queues. The RT DEC then decodes the header stream one by one, accesses the corresponding tail pointer register (TPR), and triggers the WRITE process of the logical queue. An idle address of the cell memory is simultaneously read from an idle address FIFO (IAF) that holds all vacant cell locations of the shared memory. This is the next-address pointer in the cell memory, pointing to the address for storing the next arriving cell. This address is also put into the corresponding TPR to update the logical queue. Figure 4.3 shows two logical queues, where next pointers (NPs) are used to link the cells in the same logical queue. TPR 0 and head pointer register (HPR) 0 correspond to output port 0, where \( n - 1 \) cells are linked together. TPR 1 and HPR 1 correspond to output port 1. The end of each logical queue indicates the address into which the next cell to the output will be written.

The READ process of the switch is the reverse of the WRITE process. The cells pointed to by the HPRs (heads of the logical queues) are read out of the memory one by one. The resulting cell stream is demultiplexed into the outputs of the switch. The addresses of the leaving cells then become idle, and will be put into the IAF.

---

1Since FIFO chips are more expensive than memory chips, an alternative to implementing the IAF is to store vacant cells’ addresses in memory chips rather than in FIFO chips, and link the addresses in a logical queue. However, this approach requires more memory access cycles in each cell slot than using FIFO chips and thus can only support a smaller switch size.
Figure 4.4 illustrates an example of adding and deleting a cell from a logical queue. In this example, the TP points to a vacant location in which the next arriving cell will be stored. When a cell arrives, it is stored in the cell memory at a vacant location pointed to by the TP \( A_i \) in Fig. 4.4(a). An empty location is obtained from the IAF (e.g., \( A_j \)). The NP field pointed to by the TP is changed from null to the next arriving cell’s address \( A_j \) in Fig. 4.4(b). After that, the TP is replaced by the next arriving cell’s address \( A_j \). When a cell is to be transmitted, the HOL cell of the logical queue pointed to by the HP \( A_i \) in Fig. 4.4(b)] is accessed for transmission. The cell to which the NP points \( A_j \) in Fig. 4.4(b)] becomes the HOL cell. As a result, the HP is updated with the new HOL cell’s address \( A_j \) in Fig. 4.4(c). Meanwhile, the vacant location \( A_j \) is put into the IAF for use by future arriving cells.
Figure 4.5 illustrates an example of adding and deleting a cell in a logical queue for the tail pointer pointing to the last cell of the queue. The writing procedures are different in Figures 4.4 and 4.5, while the reading procedures are identical. While the approach in Figure 4.4 may have the advantage of better applying parallelism for pointer processing, it wastes one cell buffer for each logical queue. For a practical shared-memory switch with 32 or 64 ports, the wasted buffer space is negligible compared with the total buffer size of several tens of thousand. However, if the logical queues are arranged on a per connection basis (e.g., in packet fair queueing scheduling), the wasted buffer space can be quite large, as the number of connections can be several tens of thousands. As a result, the approach in Figure 4.5 will be a better choice in this situation.
As shown in Figures 4.4 and 4.5, each write and read operation requires 5 memory access cycles.\(^2\) For an \(N \times N\) switch, the number of memory access cycles in each time slot is \(10N\). For a time slot of \(2.83 \mu s\) and a memory cycle time of 10 ns, the maximum number of switch ports is 28, which is much smaller than the number obtained when considering only the time constraint on the data path. (For example, it was concluded at the beginning of the chapter that using the same memory technology, the switch size can be 141. That is because we did not consider the time spent on updating the pointers of the logical queues.) As a result, pipeline and parallelism techniques are usually employed to reduce the required memory cycles in each time slot. For instance, the pointer updating and cell storage/access can be executed simultaneously. Or the pointer registers can be stored inside a pointer processor instead of in an external memory, thus reducing the access time and increasing the parallelism of pointer operations.

\(^2\)Here, we assume the entire cell can be written to the shared memory in one memory cycle. In real implementations, cells are usually written to the memory in multiple cycles. The number of cycles depends on the memory bus width and the cell size.
Figure 4.6 shows an example of a $4 \times 4$ shared-memory switch. In this example, the TP points to the last cell of a logical queue. Cells $A$, $B$, and $C$, destined for output port 1, form a logical queue with HP = 0 and TP = 6 and are linked by NPs as shown in the figure. Cells $X$ and $Y$, destined for output port 3 form another logical queue with HP = 7 and TP = 8. Assuming a new cell $D$ destined for output 1 arrives, it will be written to memory location 1 (this address is provided by the IAF). Both the NP at location 6 and TP 1 are updated with value 1. When a cell from output 1 is to be read for transmission, HP 1 is first accessed to locate the HOL cell (cell $A$ at location 0). Once it is transmitted, HP 1 is updated with the NP at location 0, which is 3.

Alternatively, the logical queues can be organized with dedicated FIFO queues, one for each output port [10]. The switch architecture is shown in Figure 4.7. The performance is the same as using linked lists. The necessary amount of buffering is higher due to the buffering required for the FIFO queues, but the implementation is simpler and the multicasting and priority control easier to implement. For instance, when an incoming cell is broadcast to all output ports, it requires at least $N$ pointer updates in Figure 4.2, while in Figure 4.7 the new address of the incoming cell can be written to all FIFO queues at the same time. The size of each FIFO in Figure 4.7 is $M \log M$, while the size of each pointer register in Figure 4.2 is only $\log M$, where $M$ is the number of cells that can be stored in the shared memory. This approach
provides better reliability than the linked-list approach (Fig. 4.2) in that if the cell address stored in FIFO is corrupted due to hardware failure, only one cell is affected. However, in the linked-list approach, if the pointer in the linked list is corrupted, cells in the remaining list will be either routed to an incorrect output port, or never be accessed.

### 4.2 CONTENT-ADDRESSABLE MEMORY APPROACH

In the CAM-based switch [14], the shared-buffer RAM is replaced by a CAM–RAM structure, where the RAM stores the cell and the CAM stores a tag used to reference the cell. This approach eliminates the need of maintaining the logical queues. A cell can be uniquely identified by its output port number and a sequence number, and these together constitute the tag. A cell is read by searching for the desired tag. Figure 4.8 shows the switch architecture. Write circuits serve input ports and read circuits serve output ports, both on a round-robin basis, as follows.

For a write:

1. Read the write sequence number \( \text{WS}[i] \) from the write sequence RAM \( \text{WSRAM} \) (corresponding to the destination port \( i \)), and use this value \( s \) for the cell’s tag \( \{i, s\} \).

![Fig. 4.8 Basic architecture of a CAM-based shared-memory switch.](image)
2. Search the tag CAM for the first empty location, emp.
3. Write the cell into the buffer $B[\text{emp}] = \text{cell}$, and $(i, s)$ into the associated tag.
4. Increment the sequence number $s$ by one, and update $WS[i]$ with $s + 1$.

For a read:
1. Read the read sequence number $RS[j]$ from the read sequence RAM (RSRAM) (corresponding to the destination port $j$), say $t$.
2. Search for the tag with the value $(j, t)$.
3. Read the cell in the buffer associated with the tag with the value $(j, t)$.
4. Increment the sequence number $t$ by one and and update $RS[i]$ with $t + 1$.

This technique replaces link storage indirectly with content-addressable tag storage, and read/write pointers/registers with sequence numbers. A single extra “validity” bit to identify if the buffer is empty is added to each tag, effectively replacing the IAF (and its pointers). No address decoder is required in the CAM–RAM buffer. Moreover, since the CAM does not output the address of tag matches (hits), it requires no address encoder (usually a source of CAM area overhead). Both linked-list address registers and CAM-access sequence number registers must be initialized to known values on power-up. If it is necessary to monitor the length of each queue, additional counters are required for the linked-list case, while sequence numbers can simply be subtracted in the CAM-access case. Table 4.1 summa-

<table>
<thead>
<tr>
<th>TABLE 4.1 Comparison of Linked List and CAM Access$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bits</td>
</tr>
<tr>
<td>Cell storage</td>
</tr>
<tr>
<td>(decode/encode)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>lookup</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Write and read reference</td>
</tr>
<tr>
<td>(queue length checking)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Idle address storage</td>
</tr>
<tr>
<td>(additional overhead)</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

$^a$Sample switch size is $16 \times 16$ with $2^8 = 256$-cell buffer capacity; 7-bit sequence numbers are used.
izes this comparison, and provides bit counts for an example single-chip configuration. Although the number of bits in the linked-list and CAM-access approaches are comparable, the latter is less attractive, due to the lower speed and higher implementation cost for the CAM chip.

### 4.3 SPACE–TIME–SPACE APPROACH

Figure 4.9 depicts an $8 \times 8$ example to show the basic configuration of the space–time–space (STS) shared-memory switch [12]. Separate buffer memories are shared among all input and output ports via crosspoint space-division switches. The multiplexing and demultiplexing stages in the traditional shared-memory switch are replaced with crosspoint space switches; thus the resulting structure is referred to as STS-type. Since there is no time-division multiplexing, the required memory access speed may be drastically reduced.

The WRITE process is as follows. The destination of each incoming cell is inspected in a header detector, and is forwarded to the control block that controls the input-side space switch and thus the connection between the

![Fig. 4.9](image-url) Basic configuration of STS-type shared-memory ATM switch.
input ports and the buffer memories. As the number of shared-buffer memories (SBMs) is equal to or greater than the number of input ports, each incoming cell can surely be written into an SBM as long as no SBM is full. In order to realize the buffer sharing effectively, cells are written to the least-occupied SBM first and the most-occupied SBM last. When a cell is written into an SBM, its position (the SBM number and the address of the cell in the SBM) is queued in the address queue. The read address selector picks out the first address from each address queue and controls the output-side space switch to connect the picked cells (SBMs) with the corresponding output ports.

It may occur that two or more cells picked for different output ports are from the same SBM. An example is shown in Figure 4.10. Thus, to increase the switch’s throughput it requires some kind of internal speedup to allow more than one cell to be read out from an SBM in every cell slot. Another disadvantage of this switch is the requirement of searching for the least-occupied SBM (may need multiple searches in a time slot), which may cause a system bottleneck when the number of SBMs is large.

4.4 MULTISTAGE SHARED-MEMORY SWITCHES

Several proposed switch architectures interconnect small-scale shared-memory switch modules with a multistage network to build a large-scale switch. Among them are Washington University gigabit switch [16], concentrator-based growable switch architecture [4], multinet switch [8], Siemens switch [5], and Alcatel switch [2].
4.4.1 Washington University Gigabit Switch

Turner proposed an ATM switch architecture called the Washington University gigabit switch (WUGS) [16]. The overall architecture is shown in Figure 4.11. It consists of three main components: the input port processors (IPPs), the output port processors (OPPs), and the central switching network. The IPP receives cells from the incoming links, buffers them while awaiting transmission through the central switching network, and performs the virtual-path–circuit translation required to route cells to their proper outputs. The OPP resequences cells received from the switching network and queues them while they await transmission on the outgoing link. This resequencing operation increases the delay and implementation complexity. Each OPP is connected to its corresponding IPP, providing the ability to recycle cells belonging to multicast connections. The central switching network is made up of switching elements (SEs) with eight inputs and eight outputs and a common buffer to resolve local contention. The SEs switch cells to the proper output using information contained in the cell header, or distribute cells dynamically to provide load balancing. Adjacent switch elements employ a simple hardware flow control mechanism to regulate the flow of cells between successive stages, eliminating the possibility of cell loss within the switching network.

The switching network uses a Benes network topology. The Benes network extends to arbitrarily large configurations by way of a recursive expansion. Figure 4.11 shows a 64-port Benes network. A 512-port network can be constructed by taking 8 copies of the 64-port network and adding the first and fifth stage on either side, with 64 switch elements a copy. Output $j$ of the $i$th switch element in the first stage is then connected to input $i$ of the $j$th 64-port network. Similarly, output $j$ of the $i$th 64-port network is connected
to input \( i \) of the \( j \)th switch element in the fifth stage. Repeating in this way, a network of arbitrary large size can be theoretically obtained. For \( N = 8^k \), the Benes network constructed using 8-port switch elements has \( 2k - 1 \) stages. Since \( k = \log_8 N \), the number of switch elements scales in proportion to \( N \log_8 N \), which is the best possible scaling characteristic. In [16], it is shown that when dynamic load distribution is performed in the first \( k - 1 \) stages of the Benes network, the load on the internal data paths of the switching network cannot exceed the load on the external ports; that is, the network achieves ideal load balancing. This is true for both point-to-point and multipoint traffic.

### 4.4.2 Concentrator-Based Growable Switch Architecture

A concentrator-based growable switch architecture is shown in Figure 4.12 [4]. The \( 8 \times 8 \) output ATM switches (with the shared-memory structure) are each preceded by an \( N \times 8 \) concentrator. The \( N \times 8 \) concentrator is preceded by a front-end broadcast network (i.e., a memoryless cell distribution network). The concentrators are preceded by address filters that only accept cells that are destined to its group of dedicated outputs. The valid cells in each concentrator are then buffered for a FIFO operation. In other words, each concentrator is an \( N \)-input 8-output FIFO buffer. The actual ATM cell switching is performed in the ATM output switch. Obviously, this is increasingly challenging as \( N \) becomes large. For instance, a \( 512 \times 8 \) concentrator can be built using a column of eight \( 64 \times 8 \) concentrators followed by another \( 64 \times 8 \) concentrator. At 2.5 Gbit/s per port, a \( 64 \times 64 \) switch has a capacity of 160 Gbit/s, and a \( 512 \times 512 \) switch has a capacity of 1.28 Tbit/s.

Fig. 4.12 A concentrator-based growable switch architecture.
4.5 MULTICAST SHARED-MEMORY SWITCHES

Of the various ATM switch architectures, the shared-memory switch provides the greatest benefits. Since its memory space is shared among its switch ports, it achieves high buffer utilization efficiency. Under conditions of identical memory size, the cell-loss probability of the shared-memory switches is smaller than that of output-buffered switches. Additionally, multicast operations can be easily supported by this switch architecture. In this section, some classes of multicast shared-memory switches are described along with their advantages and disadvantages.

4.5.1 Shared-Memory Switch with a Multicast Logical Queue

The simplest way to implement multicasting in a shared-memory switch is to link all multicasting cells in a logical queue as shown in Figure 4.13. The advantage of this approach is that the number of logical queues that need to be updated in every cell slot is minimized. The multicast routing table stores routing information, such as a bit map of output ports to which the multicast cells are routed. In this example, multicast cells always have higher priority than unicast cells. That is called *strict priority*, where unicast cells will be served only when the multicast logical queue is empty or the multicast HOL cell is not destined for the output port for which they are destined. Of course, there can be other service policies between unicast and multicast cells.

![Fig. 4.13 A shared-memory ATM switch with a multicast logical queue.](image-url)
than the strict priority. For instance, they can be served in a round-robin manner, or a weighted round-robin manner with the weight depending on, for example, the ratio of unicast and multicast traffic load. However, the major disadvantage of this approach is there may be HOL blocking for the multicast logical queue when schemes other than the strict priority are used. This is because when the multicast HOL cell is blocked because of yielding its turn to unicast cells, it may block other multicast cells that are behind it, though they could otherwise have been transmitted to some idle outputs.

4.5.2 Shared-Memory Switch with Cell Copy

In this approach, a multicast cell is replicated into multiple copies for all its multicast connections by a cell-copy circuit located before the routing switch. Bianchini and Kim [7] proposed a nonblocking cell-copy circuit for multicast purpose in an ATM switch. Each copy is stored in the SBM. The address for each copy is queued in output address queues (AQs).

Figure 4.14 shows an example of a shared-memory switch with a cell-copy circuit. A multicast cell arrives and is replicated into three copies for output ports 0, 1, and 3. These three copies of the cell are stored at different locations of the shared buffer memory. Meanwhile, their addresses are stored in corresponding AQs. In this scheme, after replicating the multicast cell, each copy is treated the same way as an unicast cell. It provides fairness among ATM cells. The major disadvantage of this approach is that, in the worst case, $N$ cells might be replicated to $N^2$ cells. Thus, the number of replicated cells to the SBM in each switch cycle could be $O(N^2)$. Since only

---

**Fig. 4.14** A shared-memory ATM switch with cell-copy circuit.
at most $N$ cells could be transmitted, this would result in storing $O(N^2)$ cells in each cycle. For a finite memory space, it would result in considerable cell loss. The replication of multicast cells would also require $O(N^2)$ cells to be written to the SBM, which would further limit the switch size on account of the memory speed. Moreover, adding the cell-copy circuit in the switch increases the hardware complexity.

4.5.3 Shared-Memory Switch with Address Copy

Saito et al. proposed a new scheme that requires less memory for the same cell loss probability [13]. A similar architecture was proposed in [11]. In this scheme, an address-copy circuit is used in the controller. When a multicast cell arrives, only a single copy is stored in the SBM. Its address is copied by the address-copy circuit and queued into multiple address queues, as shown in Figure 4.15. The multicast cell will be read multiple times to different output ports. Thereafter, the cell’s address becomes available for the next arriving cells.

In this architecture, multicast cell counters (MCCs) are required to hold the number of copies of each multicast cell. The MCC values are loaded as new cells (unicast or multicast) arrive and are decreased by one each time a copy of a cell is read out from the SBM.

**Fig. 4.15** A shared-memory ATM switch with address-copy circuit.
Fig. 4.16 An example of multicast function in an address-copy switch.

Figure 4.16 illustrates an example of a $3 \times 3$ ATM switch. In this example, a multicast cell arriving at input port 1 is destined for output ports 1 and 2. The multicast cell is written into A0 in the SBM, and its address is provided by an IAF. Other vacant cells' addresses stored in the IAF are A1, B1, B2, C0, and C3. A0 is copied and queued in the Address queues 1 and 2. At the same time, the MCC of A0 is set to two. Another multicast cell stored at B3 is destined for output ports 0 and 1. As it is transmitted to both output ports 0 and 1, the associated MCC becomes zero and the address B3 is released to
Within the same time slot, the cell stored at C1 is read to output port 2. Since it still has one copy to be sent to output port 0, its address C1 is not released until it is transmitted to output port 0.

Although in each time slot the maximum number of cells to be written into the buffer is $N$, the number of replications of cell addresses for incoming cells could be $O(N^2)$ in the broadcast case, which still limits the switch size. More specifically, since the address queues or the MCCs are in practice stored in the same memory, there can be up to $N^2$ memory accesses in each cell slot, which may cause a system bottleneck for a large $N$.
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CHAPTER 5

BANYAN-BASED SWITCHES

The very early theoretical work on multistage interconnection networks (MINs) was done in the context of circuit-switched telephone networks [7, 4]. The aim was to design a nonblocking multistage switch with number of crosspoints less than in a single-stage crossbar switch. After many such networks were studied and introduced for interconnecting multiple processors and memories in parallel computer systems, several types of them, such as banyan and shuffle-exchange networks, were proposed [20, 12, 21] as switching fabrics because in them several cells can be routed in parallel and the switching function can be implemented regularly in hardware.

In this chapter, we describe banyan-family switches, which have attracted many researchers, over more than two decades, for building interconnection networks. Section 5.1 classifies banyan-family switch architectures according to their nature and properties. Section 5.2 describes Batcher-sorting network switch architecture. Section 5.3 introduces output-contention resolution algorithms in banyan-family switches. Section 5.4 describes the Sunshine switch, which extends the Batcher–banyan switching architecture. Section 5.5 describes some work on deflection routing over banyan-family networks. Section 5.6 introduces a self-routing copy network where the nonblocking property of banyan networks is generalized to support multicasting.

5.1 BANYAN NETWORKS

The banyan class of interconnection networks was originally defined in [9]. It has the property that there is exactly one path from any input to any output.
Figure 5.1 shows four networks belonging to this class: the shuffle-exchange network (narrow-sense also called the omega network), the reverse shuffle-exchange network, the narrow-sense banyan network, and the baseline network.

The principal common properties of these networks are: (1) they consist of \( n = \log_2 N \) stages and \( N/2 \) nodes per stage,\(^1\) (2) they have the self-routing property that the unique \( n \)-bit destination address can be used to route a cell from any input to any output, each bit for one stage, and (3) their regularity and interconnection pattern are very attractive for VLSI implementation. Figure 5.2 shows a routing example in an \( 8 \times 8 \) banyan network, where the bold lines indicate the routing paths. On the right hand side, the address of each output destination is labeled as a string of \( n \) bits, \( b_1 \cdots b_n \). A cell’s destination address is encoded into the header of the cell. In the first stage, the most significant bit \( b_1 \) is examined. If it is a 0, the cell will be forwarded to the upper outgoing link; if it is a 1, the cell will be forwarded to the lower outgoing link. In the next stage, the next most significant bit \( b_2 \) will be

\(^1\)A regular \( N \times N \) network can also be constructed from identical \( b \times b \) switching nodes in \( k \) stages, where \( N = b^k \).
examined and the routing performed in the same manner.

The internal blocking refers to the case where a cell is lost due to the contention on a link inside the network. Figure 5.3 shows an example of internal blocking in an $8 \times 8$ banyan network. However, the banyan network will be internally nonblocking if both conditions below are satisfied:

- there is no idle input between any two active inputs;
- the output addresses of the cells are in either ascending order or descending order.
Fig. 5.4 An example showing that the banyan network is nonblocking for sorted inputs. (b) Nonblocking sort–banyan network.

See Figure 5.4. Suppose the banyan network is preceded by a network that concentrates the cells and sorts the cells according to their output destinations. The overall sort–banyan network will be internally nonblocking.

5.2 BATCHER-SORTING NETWORK

A sorting network is formed by a series of merge networks of different sizes. Figure 5.5(a) shows an $8 \times 8$ Batcher-sorting network [3] consisting of merge networks of three different sizes. A merge network [see Fig. 5.5(b)] is built from $2 \times 2$ sorting elements in stages, and the pattern of exchange connections between each pair of adjacent stages is the same as in a banyan network. We can observe that, if the order of the destinations of the first half input cells is ascending and that of the second half is descending, then the merge network will sort the cells into an ascending list at the outputs. An $8 \times 8$ sorting network will be formed if an $8 \times 8$ merge network is preceded by two $4 \times 4$ merge networks and four $2 \times 2$ merge (sorting) elements. A completely random list of eight input cells will be first sorted into four sorted lists of two cells, then two sorted lists of four cells, and finally a sorted list of eight cells.

A $N \times N$ merge network consists of $\log_2 N$ stages and $(N \log_2 N)/2$ elements. A sorting network has $1 + 2 + \cdots + \log_2 N = (\log_2 N)(\log_2 N + 1)/2$ stages and $(N \log_2 N)(\log_2 N + 1)/4$ elements. Figure 5.6 shows a $64 \times 64$ Batcher-banyan switch network, where the last six stages of switch elements belong to the banyan network.
Batcher sorting network consists of multiple merge networks.

Total number of stages = \( (1 + 2 + \ldots + \log N) = \left( \frac{\log N}{2} \right) (1 + \log N) \)

(a) A Batcher-sorting network

(b) The corresponding merge network

Fig. 5.5 Basic structure of a Batcher-sorting network.
Fig. 5.6 A $64 \times 64$ Batcher–banyan switch network.
Fig. 5.7 The three-phase algorithm.

(a) Phase I: Send and resolve request
- Send source-destination pair through sorting network
- Sort destination in non-decreasing order
- Purge adjacent requests with same destination

(b) Phase II: Acknowledge winning ports
- Send ACK with source to ports winning contention
- Route ACK through Batcher-banyan network

(c) Phase III: Send with data
- Acknowledged ports send cells through Batcher-banyan network
- Cells not acknowledged are buffered and retry in the next slot
5.3 OUTPUT CONTENTION RESOLUTION ALGORITHMS

5.3.1 Three-Phase Implementation

The following three-phase algorithm is a solution for output contention resolution in a Batcher–banyan switch (see Figure 5.7).

In the first (arbitration) phase of the algorithm, each input port $i$ sends a short request only consisting of a source–destination pair to the sorting network, where the requests are sorted in nondecreasing order according to the destination address. In other words, conflicting requests are sorted at adjacent positions, and a request wins the contention only if its destination is different from the one above it in the sorted list.

As the input ports do not know the result of the arbitration, the requests that won the arbitration must send an acknowledgment to the input ports via an interconnection network in the second phase (the so-called acknowledgment phase). The feedback network in Figure 5.7(b) consists of $N$ fixed connections, each from an output of the Batcher network to the corresponding input of the Batcher network. Each acknowledgment carries the source that has won the contention back to an input of the Batcher network. These acknowledgments (sources) are routed through the entire Batcher–banyan network at distinct outputs according to the source address. When these acknowledgments are feedbacked to the inputs through an identical fixed network, each input port know if it has won the contention. The input ports that finally receive an acknowledgment are guaranteed output-conflict-free.

These input ports then transmit the full cell in the third and final phase [see Fig. 5.7(c)] through the same Batcher–banyan network. Input ports that fail to receive an acknowledgment retain the cell in a buffer for a retry in the next time slot when the three-phase cycle is repeated.

5.3.2 Ring Reservation

A Batcher–banyan cell switch design with ring reservation is shown in Figure 5.8 [5]. The switch comprises the Batcher–banyan switch fabric, several switch interfaces, and a ring head-end (RHE) and timing generator.

A switch interface supports ring reservation and provides input cell buffering, synchronization of cells sent to the switch fabric, and output cell buffering. Cells entering the switch are buffered in a FIFO until they can participate in the reservation procedure. When an output is successfully reserved, the cell is delivered to the switch fabric at the beginning of the next cell cycle, and the next queued cell can begin to participate in the reservations. When the cell emerges from the output of the switch fabric, it is buffered in the interface before being transmitted to its destination.

The RHE provides two switch synchronization signals (bit clock and cell cycle start) and three ring reservation signals (ring clock, ring data, and ring sync). The ring data signal is a series of output reservation bits, and the ring sync signal indicates the position of the first output port in the ring data
Fig. 5.8  A Batcher–banyan switch with ring reservation.

These two signals are circulated through the RHE and switch interfaces, one bit at a time, during the reservation process. Ring reservation is performed at the beginning of each cell cycle after every ring interface has the header of the oldest cell copies. The ring data in the RHE and each ring interface is cleared (IDLE) at every cell cycle start. The ring data series then begins to circulate through the interface bit by bit. Each interface maintains a port counter, which is incremented in every ring data bit time. The port counter is compared with the destination of the oldest cell in every bit time to indicate if the cell is destined for the output in the next bit time. During each ring data bit time, each switch interface examines both the ring sync and the ring data bit. If the ring sync signal is true, which means the next ring data bit corresponds to the first output, then the port counter is reset in the next bit time. If the destination of the cell matches with the port counter and the ring data bit is IDLE, the switch interface writes BUSY on the ring to show that the output has been occupied in the next switch cycle. If the ring data bit is already BUSY, or if the port counter does not match the destination of the oldest cell, the ring data bit is left unchanged. Since each interface makes no more than one reservation per switch cycle, no collisions can take place in the switch fabric. While the ring reservation is being
performed, the cells reserved in the previous switch cycle are transmitted to the switch fabric.

As shown in Figure 5.9, at the first time slot, the output port addresses of cells from input ports 1 and 5 are matched, and checkmarks are used to indicate that the cells can be sent to these output ports. The token bits $x_1$ and $x_5$ are set to one to indicate that output ports 1 and 5 are already reserved. All the token bits are shifted up one bit, and the counter values are also modulo-increased by one for the second time slot. There are no matches found at the second and the third time slots. At the fourth time slot, the output port addresses of cells from input ports 0 and 2 are matched. Since output port 5 is already reserved for the cell in the previous time slot, which is indicated by the value of the token bit $x_5$, the cell at input port 2 cannot be sent. Similarly, for the fifth and the sixth time slots, the cells at input ports 3 and 4 cannot be sent to output ports 1 and 3, respectively, since those output ports are already reserved in the previous time slots. At the end, cells from the input ports that are checked are the ones winning the contention.

In this example, since there are six input ports, the arbitration cycle can be completed within six time slots. This scheme uses the serial mechanism and, in general, the arbitration cycle can be done within an $N$-bit time slot, where $N$ is the number of input/output ports of the switch. This will become the bottleneck when the number of ports of the switch is large. However, by arbitrarily setting the appropriate values for the counters prior to the arbitration, this scheme provides fairness among the input ports. Another advantage of this scheme is that it can be employed at the input of any type of switch fabric.

5.4 THE SUNSHINE SWITCH

The Sunshine switch uses the combination of a Batcher-sorting network and parallel banyan routing networks to provide more than one path to each destination. Figure 5.10 shows a block diagram of the architecture. The $k$
parallel banyan routing networks provide $k$ independent paths to each output. If more than $k$ cells request a particular output during a time slot, then some excess cells overflow into a shared recirculating queue and then are resubmitted to the switch at dedicated input ports. The recirculating queue consists of $T$ parallel loops and $T$ dedicated inputs to the Batcher-sorting network. Each recirculating loop can hold one cell. A delay block is put within the loops to align recirculated cells with those new arrivals from the input port controllers (IPCs) in the next time slot. During each time slot, the Batcher network sorts newly arrived and recirculated cells in the order of destination address and priority. This enables the trap network to resolve output port contention by selecting the $k$ highest priority cells for each destination address. Since there are $k$ parallel banyan networks, each output can accept $k$ cells in a time slot. When there are more than $k$ cells destined for an output, the excess will enter the recirculating queue. The concentrator and the selector will direct the excess cells to the recirculating loops, while those cells selected for routing will be forwarded to the banyan networks.

Each cell is inserted with a control header at the input port controller. The header format is shown in Figure 5.11. It contains two control fields: a routing field and a priority field; both are ordered starting with the most significant bit. In the routing field, the first bit is a cell activity bit to indicate if the cell contains valid information ($A = 1$), or the cell is empty ($A = 0$). Then the destination address (DA) field identifying the desired output port follows. The priority field consists of the quality of service (QoS) indicator and the internal switch priority (SP). The QoS field distinguishes cells from higher-priority services such as circuit emulation and from lower-priority services.

![Fig. 5.10 Block diagram of the Sunshine switch.](image)

![Fig. 5.11 The header format.](image)
services such as connectionless service, and ensures that higher-priority cells will be routed before lower-priority cells when conflicts arise. The SP field is used internally by the switch to indicate the number of time slots that a cell has been delayed, and gives higher priority to recirculated cells. This causes cells from a given source to be routed in sequence.

When the cells are sorted, they are arranged in ascending order of destination address. The priority field, where a higher numerical value represents a higher priority level, appears as an extension of the routing field. This causes cells destined for the same output to be arranged in descending order of priority. In the trap network, the address of every cell is compared with that of the cell \( k \) positions above. If a cell has the same address as the cell \( k \) positions above, which indicates that there are at least \( k \) cells with higher priority, then the cell is marked to be recirculated, and its routing field is interchanged with the priority field because the priority field is more important for the subsequent operation of the concentration sorting network against the recirculation loss. Otherwise, the cell is one of the \( k \) (or less) highest-priority cells for the address, and is set to be routed.

In the Batcher concentration network, there are two groups of cells, one to be routed and the other to be recirculated; each is sorted into a contiguous list. Then the group of cells to be routed forms a list in ascending order of the destination address, to avoid subsequent internal blocking in the banyan networks. The group of cells to be recirculated is sorted into a separate contiguous list according to priority. However, the cells to be recirculated are arranged in the order of destination address. If the recirculating queue overflows, the cells destined for the higher-numbered outputs are more likely to be dropped than those for lower-numbered outputs.

Cells are then directed to the selector, which differentiates the two groups and directs them to \( k \) banyan networks and to \( T \) recirculators, respectively. Cells that enter the recirculators will have their routing and priority fields interchanged back into the original format. Their priority (SP) is incremented as they are recirculated.

The outputs of the selectors are spread among the \( k \) banyan networks by connecting every \( k \)th output to the same banyan network. This ensures every two cells destined for the same output are separated into different banyan networks. The cells in each banyan network still constitute a contiguous list destined for distinct outputs, which satisfies the nonblocking condition in a banyan network. Every cell then reaches the desired output of a banyan network, and all corresponding outputs are grouped together to an output queue in the output port controller (OPC).

### 5.5 DEFLECTION ROUTING

#### 5.5.1 Tandem Banyan Switch

Figure 5.12 shows the tandem banyan switching fabric (TBSF) [19]. It consists of multiple banyan networks in series. When two cells contend at any node in
A banyan network, one of them will just be deflected to the wrong output of the node and finally arrive at an incorrect destination of the banyan network. The deflected cell is then forwarded to the next banyan network. This process continues again and again until the cell reaches the desired output or it gets out of the last banyan network at an undesired output and is regarded as lost. Each output of every banyan network is connected to the corresponding output buffer. A cell is marked misrouted when it gets deflected in a banyan network, to distinguish it from the properly routed cells and avoid affecting their routing at later stages within the network. At outputs of each banyan network, the cells that have reached their destinations are extracted from the fabric and placed in output port buffers. Note that the load of successive banyan networks decreases and so does the likelihood of conflicts. With a sufficiently large number of banyan networks, it is possible to reduce the cell loss to desired levels. Numerical results show that each additional banyan network improves the cell loss probability by one order of magnitude.

The operation of the TBSF is as follows. A switching header is appended to each cell when it enters the switching fabric, and it comprises the following four fields:

- **Activity Bit** $a$: It indicates whether the slot contains a cell ($a = 1$) or is empty ($a = 0$).
- **Conflict Bit** $c$: It indicates whether the cell has already been misrouted at some previous stage of the present network ($c = 1$) or not ($c = 0$).
- **Priority Field** $P$: It is optional and is used if multiple priority is supported over the switch.
- **Address Field** $D$: It contains the destination addresses, $d_1, d_2, \ldots, d_n$ ($n = \log_2 N$).
The state of a switching element at stage $s$ of a banyan network is primarily determined by three bits in each header of the two input cells; namely, $a$, $c$, and $d$. If multiple priority is supported, then the switch state also depends on the priority field $P$. The algorithm is as follows, where the bits are indexed by 1 and 2 corresponding to the two input cells:

1. If $a_1 = a_2 = 0$, then take no action, i.e., leave the switch in the present state.
2. If $a_1 = 1$ and $a_2 = 0$, then set the switch according to $d_{s1}$.
3. If $a_1 = 0$ and $a_2 = 1$, then set the switch according to $d_{s2}$.
4. If $a_1 = a_2 = 1$, then:
   (a) If $c_1 = c_2 = 1$, then take no action.
   (b) If $c_1 = 0$ and $c_2 = 1$, then set the switch according to $d_{s1}$.
   (c) If $c_1 = 1$ and $c_2 = 0$, then set the switch according to $d_{s2}$.
   (d) If $c_1 = c_2 = 0$, then:
      i. If $P_1 > P_2$, then set the switch according to $d_{s1}$.
      ii. If $P_1 < P_2$, then set the switch according to $d_{s2}$.
      iii. If $P_1 = P_2$, then set the switch according to either $d_{s1}$ or $d_{s2}$.
      iv. If one of the cells has been misrouted, then set its conflict bit to 1.

In order to minimize the number of bits to be buffered at each stage to perform the above algorithm, and thus to minimize the latency incurred at each stage, the address bit is placed in the first position of the address field. This can be done by cyclically shifting the address field by one bit at each stage. It is then possible to keep the latency at each stage as low as 3 bit times without considering multiple-priority support, and to keep it constant over all stages.

It is simple to differentiate successful cells and deflected cells at outputs of each banyan network with the conflict bit: if $c = 0$, then the cell has been properly routed; if $c = 1$, then the cell has been misrouted. A cell with $c = 0$ is accepted by the output buffer, and is rejected by the next banyan network by setting the activity bit in that slot to 0. A cell with $c = 1$ is ignored by the output buffer, but is accepted by the following banyan network with its conflict bit reset to 0 for further routing.

All cells entering the tandem banyan switch fabric in the same time slot must be bit-synchronized throughout the entire fabric. If one ignores the propagation delay, then the delay for each cell in a banyan network is constant and is equal to $n$ times the processing delay at a switching element, which is the time difference between two cells emerging from adjacent banyan networks. In order to have all cells from different banyan networks arrive at an output buffer at the same time, an appropriate delay element can be placed between each output and each banyan network.

In addition, the output buffer memory should have an output bandwidth equal to $V$ bits/s and an input bandwidth equal to $KV$ bits/s to accommodate as many as $K$ cells arriving in the same slot.
5.5.2 Shuffle-Exchange Network with Deflection Routing

Consider an $N \times N$ shuffle-exchange network (SN) [15] with $n = \log_2 N$ stages, each consisting of $N/2 \times 2 \times 2$ switch elements. Figure 5.13 shows an $8 \times 8$ SN. Switch nodes in each stage are labeled by an $(n-1)$-bit binary number from top to bottom. The upper input (output) of a node is labeled 0, and the lower input (output) is labeled 1. A cell will be forwarded to output 0 (1) at stage $i$ if the $i$th most significant bit of its destination address is 0 (1).

The interconnection between two consecutive stages is called shuffle exchange. The output $a_n$ of node $X = (a_1a_2\ldots a_{n-1})$ is connected to the input $a_i$ of node $Y = (a_2a_3\ldots a_n)$ of the subsequent stage. The link between node $X$ and node $Y$ is labeled $\langle a_n, a_i \rangle$. The path of a cell from input to output is completely determined by the source address $S = s_1\ldots s_n$ and the destination address $D = d_1 \cdots d_n$. It can be expressed symbolically as follows:

$$S = s_1 \cdots s_n$$

$$\langle - , s_1 \rangle \quad (s_2 \ldots s_n) \quad \langle d_1 , s_2 \rangle \quad (s_3 \ldots s_n d_1)$$

$$\langle d_2 , s_2 \rangle \quad \ldots \quad \langle d_{n-1} , s_{n-1} \rangle \quad (s_{i+1} \ldots s_n d_1 \ldots d_{i-1})$$

$$\langle d_n , 0 \rangle \quad \ldots \quad \langle d_{n-1} , s_{n-1} \rangle \quad (d_1 \cdots d_{n-1})$$

$$d_1 \ldots d_n = D.$$
The node sequence along the path is embedded in the binary string $s_2 \ldots s_n d_1 \ldots d_{n-1}$, represented by an $(n-1)$-bit window moving one bit per stage from left to right.

The state of a cell traveling in the SN can be represented by a pair $(R, X)$, where $R$ is its current routing tag and $X$ is the label of the node that the cell resides. At the first stage, the cell is in state $(d_n \ldots d_1, s_2 \ldots s_n)$. The state transition is determined by the self-routing algorithm as follows:

$$
\begin{align*}
\text{exchange} & : (r_1 \ldots r_{k-1}, x_1 x_2 \ldots x_{n-1}) \\
\text{shuffle} & : (r_1 \ldots r_{k-1}, x_2 \ldots x_{n-1} r_k).
\end{align*}
$$

Notice that the routing bit used in the switching node is removed from the routing tag after each stage, before the node label is shuffled to the next stage. Finally, the cell will reach the state $(d_n d_1 \ldots d_{n-1})$, from which the following $2 \times 2$ element will switch the cell to the destination.

When a contention occurs at a switch node, one of the cells will be successfully routed while the other one will be deflected to the wrong output. As a result, only the nondeflected cells can ever reach their desired outputs. The deflected cells can restart routing (with routing tag reset to $d_n \ldots d_1$) again at the deflection point, and if the SN is extended to consist of more than $n$ stages, those deflected cells can reach the destination at later stages. As some cells will reach their destinations after fewer stages than others, a multiplexer is needed to collect cells that reach physical links of the same logical address at different stages. A cell will eventually reach its destination address with good probability provided that the number of stages $L$ is sufficiently large. If it cannot reach the destination after $L$ stages, it is considered lost.

### 5.5.3 Dual Shuffle-Exchange Network with Error-Correcting Routing

The error-correcting SN is highly inefficient, especially when $n$ is large. This is because routing of the cell must be restarted from the beginning whenever it is deflected. This is illustrated by the state-transition diagram in Figure 5.14(a), where the state is the distance or the number of stages away from destination. A desired network should be one with the state-transition diagram shown in Figure 5.14(b), in which the penalty is only one step backward.

An example is the dual SN, which consists of a SN and an unshuffle-exchange network (USN). An $8 \times 8$ USN is shown in Figure 5.15. It is the mirror image of the SN. Routing in successive stages is based on the least significant bit through the most significant bit. Using a numbering scheme
Fig. 5.14 (a) The state-transition diagram of a cell in the shuffle-exchange network, where the distance from the destination is the state. (b) One-step penalty-state transition diagram.

Fig. 5.15 An 8 × 8 unshuffle-exchange network with five stages.
similar to that in the SN, the path of a cell with source address \( S = s_1 \ldots s_n \) and destination address \( D = d_1 \ldots d_n \) can be expressed by

\[
S = s_1 \ldots s_n
\]

\[
\langle -s_n \rangle \quad \langle d_{n-1} \ldots s_{n-2} \rangle \quad \langle d_{n-2} \ldots s_{n-3} \rangle \quad \ldots \quad \langle d_{n-1} \ldots s_1 \rangle \quad \langle d_{n-2} \ldots s_1 \rangle \quad \langle d_{n-1} \ldots s_1 \rangle
\]

\[
\langle d_1 \ldots d_n \rangle = D.
\]

An \((n - 1)\)-bit window sliding on the binary string \( d_2 \ldots d_n s_1 \ldots s_{n-1} \) one bit per stage from right to left exactly gives the sequence of nodes along the routing path. The initial state of the cell is \((d_1 \ldots d_n, s_1 \ldots s_{n-1})\), and the state transition is given by

\[
\begin{align*}
(r_1 \ldots r_k, x_1 x_2 \ldots x_{n-1}) & \xrightarrow{\text{exchange}} (r_1 \ldots r_{k-1}, x_1 x_2 \ldots x_{n-1}) \\
& \xrightarrow{\text{output label } r_k} (r_1 \ldots r_{k-1}, r_k x_1 \ldots x_{n-2}) \\
& \xrightarrow{\text{unshuffle}} (r_1 \ldots r_{k-1}, r_k x_1 \ldots x_{n-2})
\end{align*}
\]

At the last stage, the cell is in state \((-d_1 d_2 \ldots d_n)\) and reaches its destination.

Suppose an USN is overlaid on top of a SN, and each node in the USN is combined with its corresponding node in the SN so that a cell at any of the four inputs of the node can access any of the outputs of the node. The shuffle and the unshuffle interconnections between adjacent stages (nodes) compensate each other, so that the error caused by deflection in the SN can be corrected in the USN in only one step. See Figure 5.16. Cell \( A \) enters a SN from input 010 to output 101, and cell \( B \), from input 100 to output 100. They collide at the second stage, when they both arrive at node 01 and request output 0. Suppose cell \( B \) wins the contention and cell \( A \) is deflected to node 11 in the third stage. Imagine cell \( A \) is moved to the companion node 11 in the corresponding USN, and is switched to output 0. Then it returns to node 01, the same node (label) where the error occurred, in two stages. At this point, the deflection error has been corrected and cell \( A \) can continue on its normal path in the SN. Intuitively, any incorrect routing operation is undone in the SN by a reverse routing operation in the USN.

The above procedure can be formulated more rigorously as follows. Consider a cell in state \((r_1 \ldots r_k, x_1 \ldots x_{n-1})\). The cell should be sent out on link \( \langle r_k, x_1 \rangle \) in the SN. Suppose it is deflected to link \( \langle \tilde{r}_k, x_1 \rangle \) instead and reaches node \((x_2 \ldots x_{n-1}, \tilde{r}_k)\) in the next stage. The error correction starts by attaching the bit \( x_1 \) to the routing tag instead of removing the bit \( r_k \), so that
A deflection error in the SN is corrected with the USN.

The state of the cell will be \( r_1 \ldots r_k x_1 \ldots x_{n-1} \) in the next stage. Then the cell is moved to the companion node in the USN to correct the error. If the cell is routed successfully this time, it will be sent out on link \( r_1 \ldots r_k \) and return to the previous state \( r_1 \ldots r_k, x_1 \ldots x_{n-1} \). Similarly, an error occurring in the USN can also be fixed in one step with the SN. In general, a cell in the SN may also be deflected to a link in the USN and vice versa, and consecutive deflections can occur. A simple algorithm to take these considerations into account is described in the following.

First of all, the companion 2 × 2 switch elements in the SN and in the USN are merged to form 4 × 4 switch elements to allow cells to be switched between the SN and the USN. Figure 5.17 shows a dual SN built with 4 × 4 switch elements. A new labeling scheme is used. The four inputs (outputs) of a switch node are labeled by 00, 01, 10, 11 from top to bottom. Outputs 00 and 01 are connected to the next stage according to an unshuffling pattern, while outputs 10 and 11 are connected to the next stage according to a
shuffling pattern. On the other hand, inputs 00 and 01 are connected to the previous stage according to a shuffling pattern, while inputs 10 and 11 are connected to the previous stage according to an unshuffling pattern. A link with label \(\langle 1a, 0b \rangle\) is an unshuffle link, and a link with label \(\langle 0a, 1b \rangle\) is a shuffle link. Two nodes \((a_1 \ldots a_{n-1})\) and \((b_1 \ldots b_{n-1})\) are connected by an unshuffle link \(\langle 0b_1, 1a_{n-1} \rangle\) if \(a_1 \ldots a_{n-2} = b_2 \ldots b_{n-1}\), and by a shuffle link \(\langle 1b_{n-1}, 0a_1 \rangle\) if \(a_2 \ldots a_{n-1} = b_1 \ldots b_{n-2}\).

Since each switch node has four outputs, two routing bits are required to specify the desired output of a cell at each stage. A cell with destination \(D = d_1 \ldots d_n\) can be routed through either the USN or the SN. Accordingly, the initial routing tag of a cell is set to either \(0d_1 \ldots 0d_n\) (USN) or \(1d_n \ldots 1d_1\) (SN).

The state of a cell at any particular time is denoted by \((c_1r_1 \ldots c_kr_k, x_1 \ldots x_{n-1})\). There are two possible regular transitions at a switch node; the cell will be sent out on an unshuffle link if \(c_k = 0\) and a shuffle link if \(c_k = 1\). The corresponding state transitions are given by

\[
\begin{align*}
&\begin{cases}
(c_1r_1 \ldots c_kr_k, x_1 \ldots x_{n-1}) \\
(0r_k, 1x_{n-1})
\end{cases} \\
&\begin{cases}
(c_1r_1 \ldots c_{k-1}r_{k-1}, r_kx_1 \ldots x_{n-2}) & \text{if } c_k = 0, \\
(1r_k, 0x_1) \\
(c_1r_1 \ldots c_{k-1}r_{k-1}, x_2 \ldots x_{n-1}r_k) & \text{if } c_k = 1.
\end{cases}
\end{align*}
\]

Without deflections, it is easy to see that a cell with the initial routing set to \(0d_1 \ldots 0d_n\) (1\(d_n \ldots 1d_1\)) will stay in the USN (SN) links throughout the routing process until it reaches the desired destination at one of the USN (SN) links.
The routing direction is given as follows:

1. If output \( c_k r_k \) is available and \( k = 1 \), the cell has reached its destination; output the cell before the next shuffle if \( c = 1 \), and after the next unshuffle if \( c = 0 \).
2. If output \( c_k r_k \) is available and \( k > 1 \), remove the two least-significant bits from the routing tag and send the cell to the next stage.
3. If output \( c_k r_k \) is unavailable and \( k < n \), choose any other available outputs, attach the corresponding two bits for error correction to the routing tag, and send the cell to the next stage.
4. If output \( c_k r_k \) is unavailable and \( k = n \), reset the routing tag to its original value, either \( 0d_1 \ldots 0d_n \) or \( 1d_1 \ldots 1d_1 \); this prevents the length of the routing tag from growing in an unbounded fashion.

Figure 5.18 illustrates the complete error-correcting algorithm. For any node with label \( x_1 \ldots x_{n-1} \), the error correcting tag of outputs 00 and 01 is
$1 \cdot x_{n-1}$, and the error-correcting tag of outputs 10 and 11 is $0 \cdot x$. In either case, the error-correcting tag is just the second component $\bar{x} \cdot x$ in the link label $(cr, \bar{x} \cdot x)$, which is either $x_1$ or $x_{n-1}$ according as $c = 1$ (SN) or $c = 0$ (USN). Therefore, a cell deflected to link $(cr, \bar{x} \cdot x)$ will return to its previous state via link $(\bar{x}, cr)$ in the next stage. This point is illustrated in Figure 5.19 by the same example given in Figure 5.16.

This algorithm can implicitly handle successive deflections as shown by the finite-state machine representation of the algorithm in Figure 5.20. The state
transitions when deflection occurred are given by

\[
\begin{cases}
(0r, 1x_{n-1}) & \text{if } c_k r_k \neq 0r, \\
(1r, 0x_1) & \text{if } c_k r_k \neq 1r.
\end{cases}
\]

5.6 MULTICAST COPY NETWORKS

Figure 5.21 illustrates a serial combination [13] of a copy network and a point-to-point switch for supporting point-to-multipoint communications. The copy network replicates cells from various inputs simultaneously, and then copies of broadcast cells are routed to the final destination by the point-to-point switch.

A copy network consists of the following components and its basic structure is shown in Figure 5.22:

- The running adder network (RAN), which generates running sums of the copy numbers, specified in the headers of input cells.
- The dummy address encoder (DAE), which takes adjacent running sums to form a new header for each cell.
- The broadcast banyan network (BBN), which is a banyan network with broadcast switch nodes capable of replicating cells based on two-bit header information.
- The trunk number translator (TNT), which determines the outgoing trunk number for each cell copy.

The multicasting mechanism of the copy network lies in the header translations illustrated in Figure 5.23. First, the numbers of copies (CNs) specified in the cell headers are added up recursively over the running adder.
network. Based on the resulting sums, the dummy address encoders form new headers with two fields: a *dummy address interval* and an *index reference* (IR). The dummy address interval is formed by the adjacent running sums, namely, the *minimum* (MIN) and the *maximum* (MAX). The index reference is set equal to the minimum of the address interval, and is used later by the trunk number translators to determine the *copy index* (CI). The broadcast banyan network replicates cells according to a *Boolean interval splitting algorithm* based on the address interval in the new header. When a copy finally appears at the desired output, the TNT computes its CI from the output address and the index reference. The *broadcast channel number* (BCN) and the CI form a unique identifier pointing to a *trunk number* (TN), which is added to the cell header and used to route the cell to its final destination.
5.6.1 Broadcast Banyan Network

5.6.1.1 Generalized Self-Routing Algorithm A broadcast banyan network is a banyan network with switch nodes that are capable of replicating cells. A cell arriving at each node can be either routed to one of the output links, or replicated and sent out on both links. There are three possibilities and the uncertainty of making a decision is \( \log_2 3 = 1.585 \), which means that the minimum header information for a node is 2 bits.

Figure 5.24 illustrates a generalization of the 1-bit self-routing algorithm to the multi-bit case for a set of arbitrary \( N \)-bit destination addresses. When a cell arrives at a node in stage \( k \), the cell routing is determined by the \( k \)th bits of all destination addresses in the header. If they are all 0 or all 1, then the cell will be sent out on link 0 or link 1, respectively. Otherwise, the cell and its copy are sent out on both links, and the destination addresses in the header are modified correspondingly to the two cell copies: the header of the cell copy sent out on link 0 or link 1 contains those addresses in the original header with the \( k \)th bit equal to 0 or 1, respectively.

Several problems may arise in implementing the generalized self-routing algorithm. First, a cell header contains a variable number of addresses and the switch nodes have to read all of them. Second, the cell header modification depends on the entire set of addresses, which is a processing burden on the switch nodes. Finally, the set of paths from any input to a set of outputs

![An input–output tree generated by a generalized self-routing algorithm.](image)
form a tree in the network. The trees generated by an arbitrary set of input cells are not link-independent in general, and the network is obviously blocking due to the irregularity of the set of actual destination addresses in the header of each cell. However, fictitious addresses instead of actual addresses can be used in the copy network, where cells are replicated but need not be routed to the actual destinations. The fictitious addresses for each cell then may be arranged to be contiguous so that an address interval consisting of the MIN and the MAX can represent the whole set of fictitious addresses. The address intervals of input cells can be specified to be monotonic to satisfy the nonblocking condition for the broadcast banyan network described below.

### 5.6.1.2 Boolean Interval Splitting Algorithm

An address interval is a set of contiguous \( N \)-bit binary numbers, which can be represented by two numbers, namely, the minimum and the maximum. Suppose that a node at stage \( k \) receives a cell with the header containing an address interval specified by the two binary numbers \( \text{min}(k-1) = m_1 \ldots m_N \) and \( \text{max}(k-1) = M_1 \ldots M_N \), where the argument \( k-1 \) denotes the stage from which the cell came to stage \( k \). The generalized self-routing algorithm gives the direction for cell routing as follows, and as illustrated in Figure 5.25:

- If \( m_k = M_k = 0 \) or \( m_k = M_k = 1 \), then send the cell out on link 0 or 1, respectively.

![Fig. 5.25](image) The switch node logic at stage \( k \) of a broadcast banyan network.
If $m_k = 0$ and $M_k = 1$, then replicate the cell, modify the headers of both copies (according to the scheme described below), and send each copy out on the corresponding link.

The modification of a cell header is simply splitting the original address interval into two subintervals, as expressed in the following recursion: For the cell sent out on link 0,

\[
\min(k) = \min(k-1) = sm_1 \ldots m_N,
\]

\[
\max(k) = M_1 \ldots M_{k-1} 01 \ldots 1,
\]

and for the cell sent out on link 1,

\[
\min(k) = m_1 \ldots m_{k-1} 10 \ldots 0,
\]

\[
\max(k) = \max(k-1) = M_1 \ldots M_N.
\]

Figure 5.26 illustrates the Boolean interval splitting algorithm. From the rules it is realized that $m_i = M_i$, $i = 1, \ldots, k - 1$, holds for every cell that arrives at stage $k$. The event $m_k = 1$ and $M_k = 0$ will never occur.

5.6.1.3 Nonblocking Condition of Broadcast Banyan Networks
A broadcast banyan network is nonblocking if the active inputs $x_1, \ldots, x_k$ and the corresponding sets of outputs $Y_1, \ldots, Y_k$ satisfy the following:

1. Monotonicity: $Y_1 < Y_2 < \cdots < Y_k$ or $Y_1 > Y_2 > \cdots > Y_k$.
2. Concentration: Any input between two active inputs is also active.

The above inequality $Y_i < Y_j$ means that every output address in $Y_i$ is less than any output address in $Y_j$. Figure 5.27 illustrates a nonblocking example with active inputs $x_1 = 7$, $x_2 = 8$, $x_3 = 9$, and corresponding outputs $Y_1 = \{1, 3\}$, $Y_2 = \{4, 5, 6\}$, $Y_3 = \{7, 8, 10, 13, 14\}$.

5.6.2 Encoding Process
The RAN, together with the DAEs, is used to arrange the destination addresses for each cell so that every eligible cell can be replicated appropriately in the broadcast banyan network without any conflicts. Cell replications in the broadcast banyan network are aided by two processes, an encoding process and a decoding process. The encoding process transforms the set of copy numbers, specified in the headers of incoming cells, into a set of monotone address intervals that form the cell headers in the broadcast banyan network. This process is carried out by a running adder network and a set of dummy address encoders. The decoding process determines the destinations of copies with the TNTs.
The recursive structure of the $\log_2 N$-stage running adder network is illustrated in Figure 5.28. The adder network consists of $(N/2)\log_2 N$ adders, each with two inputs and two outputs, where a vertical line denotes a pass. The east output is the sum of the west and the north inputs, while the south output just propagates the north input down. The running sums of CN’s are then generated at each port after $\log_2 N$ stages, before the dummy address encoders form the new headers from adjacent running sums. The new header
Fig. 5.27 An example to demonstrate the nonblocking condition of a broadcast banyan network.

Fig. 5.28 A running adder network and dummy address encoders.
consists of two fields: one is the dummy address interval, represented by two $\log_2 N$-bit binary numbers (the minimum and the maximum), and the other contains an index reference, which is equal to the minimum of the address interval. Note that the length of each interval is equal to the corresponding copy number in both addressing schemes.

Denoting by $S_i$ the $i$th running sum, the sequence of dummy address intervals will be generated as follows:

$$(0, S_0 - 1), (S_0, S_1 - 1), \ldots, (S_{N-2}, S_{N-1} - 1),$$

where the address is allocated beginning with 0. As shown in the previous section, this sequence satisfies the nonblocking condition over the broadcast banyan network.

### 5.6.3 Concentration

To satisfy the nonblocking condition of the broadcast banyan network, idle inputs between active inputs must be eliminated. This function should be performed before cells enter the broadcast banyan network, e.g., prior to the RAN or right after the DAE in Figure 5.22. A reverse banyan network is thus used to concentrate active inputs into a contiguous list. As illustrated in Figure 5.29, the routing address in the reverse banyan network is determined by the running sums over activity bits to produce a set of continuous monotonic addresses.

![Fig. 5.29](image.png)

Fig. 5.29 An input concentrator consists of a running adder network and a reverse banyan network.
5.6.4 Decoding Process

When a cell emerges from the broadcast banyan network, the address interval in its header contains only one address, that is, according to the Boolean interval-splitting algorithm,

\[ \min(\log_2 N) = \max(\log_2 N) = \text{output address}. \]

The cell copies belonging to the same broadcast channel should be distinguished by the CI, which is determined at the output of the broadcast banyan network (see Fig. 5.30) by,

\[ \text{CI} = \text{output address} - \text{index reference}. \]

Recall that the index reference is initially set equal to the minimum of the address interval.

A TNT is used to assign the actual address to each cell copy so that it will be routed to its final destination in the succeeding point-to-point switch. TN assignment can be accomplished by a simple table lookup in which the identifier (searching key) consists of the BCN and the CI associated with each cell. When a TNT receives a cell copy, it first converts the output address and IR into the CI, and then replaces the BCN and CI with the corresponding TN in the translation table. The translation process is illustrated in Figure 5.31.

5.6.5 Overflow and Call Splitting

Overflow will occur in the RAN of the copy network when the total number of copy requests exceeds the capacity of the copy network. If partial service (also called call splitting) is not allowed in cell replication and a cell must
generate all its copies in a time slot, then the throughput may be degraded when overflow occurs. As illustrated in Figure 5.32, overflow occurs at port 3, and only five cell copies are allowed, although more than eight requests are available.

5.6.6 Overflow and Input Fairness

Overflow will also introduce unfairness among incoming cells, because the starting point of the RAN is fixed. Since the calculation of the running sum always starts from input port 0 in every time slot, lower-numbered input ports have higher service priorities than higher numbered ports.
This unfairness problem will be solved if the RAN is redesigned to calculate the running sums cyclically starting from any input port, and the starting point of computing the running sums in every time slot is determined adaptively by the overflow condition in the previous time slot. Such a cyclic RAN (CRAN) is illustrated in Figure 5.33. The current starting point is port 3, call splitting is performed at port 6, and the new starting point in the next slot will be port 6. The negative index reference $-3$, provided by the DAE, implies that the copy request from port 3 is a residual one, and three copies have been generated in the previous time slot.

5.6.6.1 A. Cyclic Running Adder Network Figure 5.34 shows the structure of an $8 \times 8$ CRAN. The associated cell header format consists of three fields: starting indicator (SI), running sum (RS), and routing address (RA). Only one port, which is the starting point, has a nonzero SI initially. The RS field is initially set to the number of copies requested by the input cell. The RA field is initially set to 1 if the port is active; otherwise it is set to 0. At the output of the RAN, the RA field will carry the running sum over activity bits, to be used as the routing address in the following concentrator.

A set of cyclic passing paths is implemented in each stage of the CRAN, so that recursive computation of running sums can be done cyclically. In order to emulate the actual running sum computation from a starting point, however, some passing paths should be virtually cut, as illustrated in Figure 5.34, which is equivalent to having the shaded nodes ignore their links while computing the running sums. These nodes are preceded by a cell header with the SI field equal to 1, as it is propagated from the starting point over the CRAN. The header modification in a node is summarized in Figure 5.35.

The next starting point will remain the same unless overflow occurs, in which case the first port facing the overflow will be the next starting point. If

![Fig. 5.33](image) A CRAN in an $8 \times 8$ copy network.
Fig. 5.34  An $8 \times 8$ cyclic running adder network.

Fig. 5.35  The operation of a node in a CRAN.

we denote the starting point as port 0, and number the other ports from 1 to $N - 1$ in a cyclic manner, then the SI bit that indicates the next starting point is updated with adjacent RS fields at each port as follows:

$$SI_0 = \begin{cases} 1 & \text{if } RS_{N-1} \leq N, \\ 0 & \text{otherwise}. \end{cases}$$

and

$$SI_i = \begin{cases} 1 & \text{if } RS_{i-1} \leq N \text{ and } RS_i > N, \\ 0 & \text{otherwise}. \end{cases}$$

where $i = 1, 2, \ldots, N - 1$.

In order to support call splitting, every input port should know how many copies are served in each time slot. This piece of information is called the starting copy number (SCN). A set of feedback loops is then established to send this information back to input ports after it is determined with adjacent
running sums as follows:

\[ SCN_0 = RS_0, \]

and

\[ SCN_i = \begin{cases} 
\min(N - RS_{i-1}, RS_i - RS_{i-1}) & \text{if } RS_{i-1} < N \\
0 & \text{otherwise}
\end{cases} \]

5.6.6.2 Concentration The starting point in a CRAN may not be port 0, and the resulting sequence of routing addresses in the RBN may not be continuous monotone. As illustrated in Figure 5.36, internal collisions may occur in the RBN.

Fig. 5.36 Cyclic monotone addresses give rise to cell collisions in a reverse banyan network. Port 2 and port 6 are idle.

Fig. 5.37 An additional RAN is used to concentrate active cells. The starting point is marked by encircling its copy request.
This problem can be solved if an additional RAN with fixed starting point (port 0) is added in front of the RBN. As shown in Figure 5.37, this additional RAN will recalculate the running sums of RAs so that the resulting sequence of RAs becomes continuous monotone.
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CHAPTER 6

KNOCKOUT-BASED SWITCHES

As shown in Chapter 2, output buffer switches (including the shared-memory switches) provide the best delay-throughput performance. The problem of the output-buffered switches is that their capacity is limited by the memory speed. Consider the case of an ATM switch with 100 ports. We should ask ourselves what is the probability of all 100 cells arriving at the same output port in the same time slot. If the probability is very low, why do we need to have the output buffer able to receive all 100 cells at the same slot? A group of researchers in Bell Labs in the late 1980s tried to solve this problem by limiting the number of cells that can arrive at an output port in each time slot and thus the speed requirement of the memory at the output ports. Excess cells are discarded by the switch fabric. The concept is called the knockout principle. The question is how many cells should be delivered to the output port in each time slot. If it is too many, memory speed may be the bottleneck. If too few, the cell loss rate in the switch fabric may be too high to be acceptable. For a given cell loss rate, this number can be determined. The number is found to be 12 for a cell loss rate of $10^{-10}$, independent of the switch size.

This result seems very encouraging in that the memory speed is no longer the bottleneck for the output-buffered switch. However, there are no commercial switches implemented with the knockout principle. This is because the results obtained assume that input traffic distributions from different inputs are uncorrelated, which may be unrealistic in the real world. Secondly, people are not comfortable with the idea that cells are discarded by the switch fabric. Usually, cells are discarded when a buffer is filled or exceeds some predetermined threshold.
Although the knockout principle has not been used in real switching systems, it has attracted many researchers in the past, and various architectures based on it have been proposed. Some of them are discussed in this chapter. Section 6.1 describes the knockout principle and an implementation and architecture of a knockout switch. Section 6.2 describes a useful and powerful concept, channel grouping, to save routing links in the switch fabric. A generalized knockout principle that extends the original one by integrating the channel grouping concept is described. Section 6.3 describes a two-stage multicast output-buffered switch that is based on the generalized knockout principle. Section 6.4 describes a fault-tolerant multicast output-buffered ATM switch. Section 6.5 is an appendix that shows the derivation of some equations used in this chapter.

6.1 SINGLE-STAGE KNOCKOUT SWITCH

6.1.1 Basic Architecture

The knockout switch [28] is illustrated in Figure 6.1. It is composed of a completely broadcasting interconnection fabric and $N$ bus interfaces. The interconnection fabric for the knockout switch has two basic characteristics: (1) each input has a separate broadcast bus, and (2) each output has access to all broadcast buses and thus all input cells.

With each input having a direct path to every output, no switch blocking occurs within the interconnection fabric. The only congestion in the switch takes place at the interface to each output, where cells can arrive simultaneously on different inputs destined for the same output. The switch architecture is modular in that the $N$ broadcast buses can reside on an equipment backplane with the circuitry for each of the $N$ input–output pairs placed on a single plug-in circuit card.

![Fig. 6.1 Knockout switch interconnection fabric.](image-url)
Figure 6.2 illustrates the architecture of the bus interface associated with each output of the switch. The bus interface has three major components. At the top there are a row of $N$ cell filters where the address of every cell is examined, with cells addressed to the output allowed to pass on to the concentrator and all others blocked. The concentrator then achieves an $N$-to-$L$ ($L \ll N$) concentration of the input lines, and up to $L$ cells in each time slot will emerge at outputs of the concentrator. These $L$ concentrator outputs then enter a shared buffer, which is composed of a barrel shifter and $L$ separate FIFO buffers. The shared buffer allows complete sharing of the $L$ FIFO buffers and provides the equivalent of a single queue with $L$ inputs and one output, each operated under a FIFO queuing discipline. The operation of the barrel shifter is shown in Figure 6.3. At time $T$, cells $A$, $B$, $C$ arrive and are stored in the top three FIFO buffers. At time $T + 1$, cells $D$ to $J$ arrive and begin to be stored from the fourth FIFO in a round-robin manner. The number of positions that the barrel shifter shifts is equal to the sum of arriving cells mod $L$. 
6.1.2 Knockout Concentration Principle

All cells passing through the cell filters enter the concentrator, with an $N$-to-$L$ concentration. If there are $k \leq L$ cells arriving in a time slot for a given output, these $k$ cells will emerge from the concentrator on outputs 1 to $k$ after getting out of the concentrator. If $k > L$, then all $L$ outputs of the concentrator will have cells, and $k - L$ cells will be dropped (i.e., lost) within the concentrator.

The cell loss probability is evaluated as follows. It is assumed that, in every time slot, there is a fixed and independent probability $\rho$ that a cell arrives at an input. Every cell is equally likely destined for each output. Denote by $P_k$ the probability of $k$ cells arriving in a time slot all destined for the same output, which is binomially distributed as follows:

$$P_k = \binom{N}{k} \left( \frac{\rho}{N} \right)^k \left( 1 - \frac{\rho}{N} \right)^{N-k}, \quad k = 0, 1, \ldots, N.$$  (6.1)
Fig. 6.4  Concentrator cell loss performance.
It then follows that the probability of a cell being dropped in a concentrator with $N$ inputs and $L$ outputs is given by

$$\Pr[\text{cell loss}] = \frac{1}{\rho} \sum_{k=L+1}^{N} \binom{N}{k} \cdot \left( \frac{\rho}{N} \right)^k \left( 1 - \frac{\rho}{N} \right)^{N-k}. \quad (6.2)$$

Taking the limit as $N \to \infty$, and with some manipulations,

$$\Pr[\text{cell loss}] = \left( 1 - \frac{L}{\rho} \left( 1 - e^{-\rho} \right) \right) + \frac{\rho^L e^{-\rho}}{L!}. \quad (6.3)$$

Using (6.2) and (6.3), Figure 6.4(a) shows a plot of the cell loss probability versus $L$, the number of outputs on the concentrator, for $\rho = 0.9$ and $N = 16, 32, 64, \infty$. Note that a concentrator with only eight outputs achieves a cell loss probability less than $10^{-6}$ for arbitrarily large $N$. This is comparable to the probability of losing a 500-bit cell from transmission errors with a bit error rate of $10^{-9}$. Also note from Figure 6.4(a) that each additional output added to the concentrator beyond eight results in an order of magnitude decrease in the cell loss probability. Hence, independent of the number of inputs ($N$), a concentrator with 12 outputs will have a cell loss probability less than $10^{-10}$. Figure 6.4(b) illustrates, for $N \to \infty$, that the required number of concentrator outputs is not particularly sensitive to the load on the switch, up to and including a load of 100%. It is also important to note that, assuming independent cell arrivals on each input, the simple, homogeneous model used in the analysis corresponds to the worst case, making the cell loss probability performance results shown in Figure 6.4 upper bounds on any set of heterogeneous arrival statistics [10].

### 6.1.3 Construction of the Concentrator

The basic building block of the concentrator is a simple $2 \times 2$ contention switch shown in Figure 6.5(a). The two inputs contend for the winner output according to their activity bits. If only one input has an arriving cell (indicated by an activity bit $= 1$), it is routed to the winner (left) output. If both inputs have arriving cells, one input is routed to the winner output and the other input to the loser output. If both inputs have no arriving cells, we do not care, except that the activity bit for both should remain at logic 0 at the switch outputs.

The above requirements are met by a switch with the two states shown in Figure 6.5(b). The switch examines the activity bit of the left input only. If the activity bit is a 1, the left input is routed to the winner output and the right input is routed to the loser output. If the activity bit is a 0, the right input is routed to the winner output, and no path is provided through the switch for the left input. Such a switch can be realized with as few as 16 gates, and
having a latency of at most one bit. Note that priority is given to the cell on the left input to the $2 \times 2$ switch element. To avoid this, the switch element can be designed so that it alternates between selecting the left and right inputs as winners when there is a cell arriving on both inputs in the same time slot. However, suppose the priority structure of the $2 \times 2$ switch element were maintained and (as described below) the concentrator were designed so that one input, say the $N$th, always received the lowest priority for exiting a concentrator output. The cell loss probability for this worst case input, as $N \to \infty$, is given by

$$P_{\text{cell loss for the worst case input}} = 1 - \sum_{k=0}^{L-1} \frac{\rho^k e^{-\rho}}{k!}. \quad (6.4)$$

The above equation is obtained by considering there are $k$ cells destined to the same output port from the first $N - 1$ inputs, where

$$P_k = \binom{N-1}{k} \left( \frac{\rho}{N-1} \right)^k \left( 1 - \frac{\rho}{N-1} \right)^{N-1-k}, \quad k = 0, 1, \ldots, N - 1. \quad (6.5)$$

As $N \to \infty$, $P_k = (\rho^k e^{-\rho})/k!$. Cells at the $N$th input will be transmitted to the output if the number of cells from the first $N - 1$ inputs destined for the same output port is less than or equal to $L - 1$. The entire summation in (6.4) is the probability that the cell from the $N$th input will not be lost. Comparing the results of (6.4) with the cell loss probability averaged over all inputs, as given by (6.3) and shown in Figure 6.4(b), it is found that the worst case cell loss probability is about a factor of 10 greater than the average. This greater cell loss probability, however, can be easily compensated for by adding an additional output to the concentrator.
Figure 6.6 shows the design of an eight-input four-output concentrator composed of these simple $2 \times 2$ switch elements and single-input, single-output 1-bit delay elements (marked $D$). At the input to the concentrator (upper left side of Figure 6.6), the $N$ outputs from the cell filters are paired and enter a row of $N/2$ switch elements. One may view this first stage of switching as the first round of a tournament with $N$ players, where the winner of each match emerges from the left side of the $2 \times 2$ switch element and the loser emerges from the right side. The $N/2$ winners from the first round advance to the second round, where they compete in pairs as before, using a row of $N/4$ switch elements. The winners in the second round advance to the third round, and this continues until two compete for the championship: that is, the right to exit the first output of the concentrator. Note that if there is at least one cell arriving on an input to the concentrator, a cell will exit the first output of the concentrator.

A tournament with only a single tree-structured competition leading to a single winner is sometimes referred to as a single-knockout tournament: lose
one match and you are knocked out of the tournament. In a double-knockout tournament, the \( N - 1 \) losers from the first section of competition compete in a second section, which produces a second-place finisher (i.e., a second output for the concentrator) and \( N - 2 \) losers. As Figure 6.6 illustrates, the losers from the first section can begin competing in the second section before the competition is finished in the first. Whenever there are an odd number of players in a round, one player must wait and compete in a later round in the section. In the concentrator, a simple delay element serves this function.

For a concentrator with \( N \) inputs and \( L \) outputs, there are \( L \) sections of competition, one for each output. A cell entering the concentrator is given \( L \) opportunities to exit through a concentrator output. In other words, a cell losing \( L \) times is knocked out of the competition and is discarded by the concentrator. In all cases, however, some cells are lost only if more than \( L \) cells arrive in any one time slot. As we have seen, for \( L \geq 8 \), this is a low-probability event.

For \( N \gg L \), each section of the concentrator contains approximately \( N \) switch elements for a total concentrator complexity of \( 16NL \) gates. For \( N = 32 \) and \( L = 8 \), this corresponds to a relatively modest 4000 gates. Once a concentrator microcircuit is fabricated, Figure 6.7 illustrates how several identical chips can be interconnected to form a larger concentrator. The loss probability performance of the two-stage concentrator is the same as for the single-stage concentrator. In general, a \( KL \)-input, \( L \)-output concentrator can be formed by interconnecting \( J + 1 \) rows of \( KL \)-to-\( L \) concentrator chips in a treelike structure, with the \( i \)th row (counting from the bottom) containing \( K^{i-1} \) chips. For the example illustrated in Figure 6.7, \( L = 8 \), \( K = 4 \), and \( J = 2 \).

![Diagram of a concentrator](image)

**Fig. 6.7** The 128-to-8 concentrator constructed from 32-to-8 concentrator chips.
6.2 CHANNEL GROUPING PRINCIPLE

The construction of a two-stage modular network is mostly based on the channel grouping principle [24] to separate the second stage from the first stage. With a group of outputs treated identically in the first stage, a cell destined for an output of this group can be routed to any output of the group before being forwarded to the desired output in the second stage. For instance, as shown in Figure 6.8, a cell at the top input destined for output 6 appears at the second input of the second group, while another input cell destined for output 0 appears at the first input of the first group. The first-stage network routes cells to proper output groups, and the second-stage network further routes cells to proper output ports. This smooths the problem of output contentions and thus achieves better performance–complexity tradeoff for the first stage switch. More theoretical evaluations are provided as follows.

6.2.1 Maximum Throughput

This subsection focuses on the switch structure shown in Figure 6.9. An output group consists of $M$ output ports and corresponds to an output address for the first-stage network. A cell can access any of the $M$ corresponding output ports of the first-stage network. In any given time slot, at
most $M$ cells can be cleared from a particular output group, one cell on each output port.

The maximum throughput of an input-buffered switch is limited by head-of-line blocking. The symmetric case is evaluated in [8], and the maximum throughput is 0.586. A similar approach could be taken for the asymmetric case to a point where the solution could be found by numerical analysis [20].

Table 6.1 lists the maximum throughput per input for various values of $M$ and $K/N$ [20]. The column in which $K/N = 1$ corresponds to the special cases studied in [8] and [23]. For a given $M$, the maximum throughput increases with $K/N$ because the load on each output group decreases with increasing $K/N$. For a given $K/N$, the maximum throughput increases with $M$ because each output group has more output ports for clearing cells.

Table 6.2 lists the maximum throughput as a function of the line expansion ratio ($K/N$). Notice that for a given line expansion ratio, the maximum throughput increases with $M$. Channel grouping has a stronger effect on throughput for smaller $K/N$ than for larger $K/N$. This is because for large $K/N$, and

### Table 6.1: Maximum Throughput with $K/N$ Kept Constant While $K, N \rightarrow \infty$

<table>
<thead>
<tr>
<th>$M$</th>
<th>$K/N = \frac{1}{10}$</th>
<th>$\frac{1}{5}$</th>
<th>$\frac{1}{2}$</th>
<th>$\frac{1}{4}$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.061</td>
<td>0.117</td>
<td>0.219</td>
<td>0.382</td>
<td>0.586</td>
<td>0.764</td>
<td>0.877</td>
<td>0.938</td>
<td>0.969</td>
</tr>
<tr>
<td>2</td>
<td>0.121</td>
<td>0.233</td>
<td>0.426</td>
<td>0.686</td>
<td>0.885</td>
<td>0.966</td>
<td>0.991</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>4</td>
<td>0.241</td>
<td>0.457</td>
<td>0.768</td>
<td>0.959</td>
<td>0.996</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.476</td>
<td>0.831</td>
<td>0.991</td>
<td>1.000</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.878</td>
<td>0.999</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 6.9** An asymmetric switch with line expansion ratio $KM/N$. 
TABLE 6.2 Maximum Throughput with $KM/N$ Kept Constant While $KM, N \rightarrow \infty$

<table>
<thead>
<tr>
<th>$M$</th>
<th>$KM/N = 1$</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.586</td>
<td>0.764</td>
<td>0.877</td>
<td>0.938</td>
<td>0.969</td>
<td>0.984</td>
</tr>
<tr>
<td>2</td>
<td>0.686</td>
<td>0.885</td>
<td>0.966</td>
<td>0.991</td>
<td>0.998</td>
<td>0.999</td>
</tr>
<tr>
<td>4</td>
<td>0.768</td>
<td>0.959</td>
<td>0.996</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>8</td>
<td>0.831</td>
<td>0.991</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.878</td>
<td>0.999</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>0.912</td>
<td>1.000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>0.937</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>0.955</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>0.968</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>0.978</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1024</td>
<td>0.984</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$M = 1$, the line expansion has already alleviated much of the throughput limitation due to head-of-line blocking.

6.2.2 Generalized Knockout Principle

This section generalizes the knockout concentration loss calculation to a group of outputs [7, 3]. Consider an $N \times N$ switch with two-stage routing networks, as shown in Figure 6.10. A group of $M$ outputs at the second stage share $LM$ routing links from the first-stage network. The probability that an input cell is destined for this group of outputs is simply $M \rho/N$. If only up to $LM$ cells are allowed to pass through to the group of outputs, where $L$ is

![Fig. 6.10](image)

An $N \times N$ switch with group expansion ratio $L$. 
called group expansion ratio, then
\[ \Pr[\text{cell loss}] = \frac{1}{M \rho} \sum_{k=LM+1}^{N} (k - LM) \left( \begin{array}{c} N \\ k \end{array} \right) \left( \frac{M \rho}{N} \right)^k \cdot \left( 1 - \frac{M \rho}{N} \right)^{N-k} \] . (6.6)

As \( N \to \infty \),
\[ \Pr[\text{cell loss}] = \left( 1 - \frac{L}{\rho} \right) \left[ 1 - \sum_{k=0}^{LM} \left( \frac{M \rho}{k!} \right)^k e^{-M \rho} \right] + \left( \frac{M \rho}{LM} \right)^{LM} e^{-M \rho} \] . (6.7)

The derivation of the above equation can be found in the appendix of this chapter (Sec. 6.5).

As an example, we set \( M = 16 \) and plot in Figure 6.11 the cell loss probability (6.7) as a function of \( LM \) under various loads. Note that \( LM = 33 \) is large enough to keep the cell loss probability below \( 10^{-6} \) for a 90% load. In contrast, if the group outputs had been treated individually, the value of \( LM \) would have been 128 (8 x 16) for the same cell loss performance. The advantage from grouping outputs is shown in Figure 6.12 as the group expansion ratio \( L \) vs. a practical range of \( M \) under different cell loss criteria. For a cell loss probability of \( 10^{-8} \), note that \( L \) decreases rapidly from 8 to less than 2.5 for group sizes \( M \) larger than 16; a similar trend is evident for other cell loss probabilities.

Fig. 6.11 Cell loss probability when using the generalized knockout principle.
6.3 A TWO-STAGE MULTICAST OUTPUT-BUFFERED ATM SWITCH

6.3.1 Two-Stage Configuration

Figure 6.13 shows a two-stage structure of the multicast output buffered ATM switch (MOBAS) that adopts the generalized knockout principle described above. As a result, the complexity of interconnection wires and building elements can be reduced significantly, almost one order of magnitude [3]. The switch consists of input port controllers (IPC), multicast grouping networks (MGN1, MGN2), multicast translation tables (MTTs), and output port controllers (OPC). The IPCs terminate incoming cells, look up necessary information in translation tables, and attach the information (e.g., multicast patterns and priority bits) to the front of the cells so that cells can be properly routed in the MGNs. The MGNs replicate multicast cells based on their multicast patterns and send one copy to each output group. The MTTs facilitate the multicast cell routing in the MGN2. The OPCs temporarily store multiple arriving cells destined for that output port in an output buffer, generate multiple copies for multicast cells with a cell duplicator (CD), assign a new virtual channel identifier (VCI) obtained from a translation table to each copy, convert the internal cell format to the standardized ATM cell format, and finally send the cells to the next switching node or the final destination.
Let us first consider the unicast situation. As shown in Figure 6.13, every $M$ output ports are bundled in a group, and there are a total of $K$ groups $(K = N/M)$ for a switch size of $N$ inputs and $N$ outputs. Due to cell contention, $L_1 M$ routing links are provided to each group of $M$ output ports. If there are more than $L_1 M$ cells in one cell time slot destined for the same output group, the excess cells will be discarded and lost. However, we can engineer $L_1$ (or called group expansion ratio) so that the probability of cell loss due to the competition for the $L_1 M$ links is lower than that due to the buffer overflow at the output port or bit errors occurring in the cell header. The performance study in Section 6.2.2 shows that the larger the $M$ is, the smaller $L_1$ needs to be to achieve the same cell loss probability. For instance, for a group size of one output port, which is the case in the second stage (MGN2), $L_2$ needs to be at least 12 to have a cell loss probability of $10^{-10}$. But for a group size of 32 output ports, which is the case in the first stage (MGN1), $L_1$ just needs to be 2 to have the same cell loss probability. Cells from input ports are properly routed in MGN1 to one of the $K$ groups; they are then further routed to a proper output port through the MGN2. Up to $L_2$ cells can arrive simultaneously at each output port. An output buffer is used to store these cells and send out one cell in each cell time slot. Cells
that originate from the same traffic source can be arbitrarily routed onto any of the $L,M$ routing links, and their cell sequence is still retained.

Now let us consider a multicast situation where a cell is replicated into multiple copies in MGN1, MGN2, or both, and these copies are sent to multiple outputs. Figure 6.14 shows an example to illustrate how a cell is replicated in the MGNs and duplicated in the CD. Suppose a cell arrives at an input port $i$ and is to be multicast to four output ports: 1, $M$, $M+1$, and $N$. The cell is first broadcast to all $K$ groups in MGN1, but only groups, 1, 2, and $K$ accept the cell. Note that only one copy of the cell will appear in each group, and the replicated cell can appear at any of the $L,M$ links. The copy of the cell at the output of group 1 is again replicated into two copies at MGN2. In total four replicated cells are created after MGN2. When each replicated cell arrives at the OPC, it can be further duplicated into multiple copies by the CD as needed. Each duplicated copy at the OPC is updated with a new VCI obtained from a translation table at the OPC before it is sent to the network. For instance, two copies are generated at output port 1, and three copies at output port $M+1$. The reason for using the CD is to reduce the output port buffer size by storing only one copy of the multicast cell at each output port instead of storing multiple copies that are generated from the same traffic source and multicast to multiple virtual circuits on an output port. Also note that since there are no buffers in either MGN1 or MGN2, the
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**Fig. 6.14** An example of replicating cells for a multicast connection in the MOBAS. (©1995 IEEE.)
replicated cells from either MGN are aligned in time. However, the final duplicated cells at the output ports may not be aligned in time, because they may have different queueing delays in the output buffers.

### 6.3.2 Multicast Grouping Network

Figure 6.15 shows a modular structure for the MGN at the first or the second stage. The MGN consists of \( K \) switch modules for the first stage or \( M \) for the second stage. Each switch module contains a switch element (SWE) array, a number of multicast pattern maskers (MPMs), and an address broadcaster (AB). The AB generates dummy cells that have the same destined address as the output. This enables cell switching to be done in a distributed manner and permits the SWE not to store output group address information, which simplifies the circuit of the SWE significantly and results in higher VLSI integration density. Since the structure and operation for MGN1 and MGN2 are identical, let us just describe MGN1.

Each switch module in MGN1 has \( N \) horizontal input lines and \( L_1M \) vertical routing links, where \( M = N/K \). These routing links are shared by the cells that are destined for the same output group of a switch module. Each

![Multicast Grouping Network (MGN)](image)

**Fig. 6.15** The multicast grouping network. (©1995 IEEE.)
input line is connected to all switch modules, allowing a cell from each input line to be broadcast to all $K$ switch modules.

The routing information carried in front of each arriving cell is a multicast pattern, which is a bit map of all the outputs in the MGN. Each bit indicates if the cell is to be sent to the associated output group. For instance, let us consider a multicast switch with 1024 inputs and 1024 outputs and the numbers of groups in MGN1 and MGN2, $K$ and $M$, both chosen to be 32. Thus, the multicast pattern in both MGN1 and MGN2 has 32 bits. For a unicast cell, the multicast pattern is basically a flattened output address (i.e., a decoded output address) in which only one bit is set to 1 and all other 31 bits are set to 0. For a multicast cell, there are more than one bit in the multicast pattern set to 1. For instance, if a cell $X$ is multicast to switch modules $i$ and $j$, the $i$th and $j$th bits in the multicast pattern are set to 1.

The MPM performs a logic AND function for the multicast pattern with a fixed 32-bit pattern in which only the $i$th bit, corresponding to switch module $i$, is set to 1 and all other 31 bits are set to 0. So, after cell $X$ passes through the MPM in switch module $i$, its multicast pattern becomes a flattened output address where only the $i$th bit is set to 1.

Each empty cell that is transmitted from the AB has attached to it, in front, a flattened output address with only one bit set to 1. For example, empty cells from the AB in switch module $i$ have only the $i$th bit set to 1 in their flattened address. Cells from horizontal inputs will be properly routed to different switch modules based on the result of matching their multicast patterns with empty cells' flattened addresses. For cell $X$, since its $i$th and $j$th bits in the multicast pattern are both set to 1, it matches with the flattened addresses of empty cells from the ABs in switch modules $i$ and $j$. Thus, cell $X$ will be routed to the output of these two switch modules.

The SWE has two states, cross state and toggled state, as shown in Figure 6.16. The state of the SWE depends on the comparison result of the flattened addresses and the priority fields in cell headers. The priority is used for cell contention resolution. Normally, the SWE is at cross state, i.e., cells from the north side are routed to the south side, and cells from the west side are routed to the east side. When the flattened address of the cell from the west (FA$_W$) is matched with the flattened address of the cell from the north (FA$_N$), and when the west's priority level ($P_w$) is higher than the north's ($P_n$), the SWE's state is toggled: The cell from the west side is routed to the south side, and the cell from the north is routed to the east. In other words, any unmatched or lower-priority (including the same priority) cells from the west side are always routed to the east side. Each SWE introduces a 1-bit delay as the bit stream of a cell passes it in either direction. Cells from MPMs and AB are skewed by one bit before they are sent to each SWE array, due to the timing alignment requirement.

Figure 6.17 shows an example of how cells are routed in a switch module. Cells $U$, $V$, $W$, $X$, $Y$, and $Z$ arrive at inputs 1 to 6, respectively, and are to be routed in switch module 3. In the cell header, there is a 3-bit multicast
pattern \((m_1, m_2, m_3)\) and a 2-bit priority field \((p_1, p_0)\). If a cell is to be sent to an output of this switch module, its \(m_3\) bit will be set to 1. Among these six cells, cells \(U\), \(V\), and \(X\) are for unicast, where only one bit in the multicast pattern is set to 1. The other three cells are for multicast, where more than one bit in the multicast pattern is set to 1. It is assumed that a smaller priority value has a higher priority level. For instance, cell \(Z\) has the highest priority level (00) and empty cells transmitted from the address broadcaster have the lowest priority level (11). The MPM performs a logic AND function for each cell's multicast pattern with a fixed pattern of 100. For instance, after cell \(W\) passes through the MPM, its multicast pattern \((110)\) becomes \((100)\), which has only one bit set to 1 and is taken as the flattened address. When cells are routed in the SWE array, their routing paths are determined by the state of SWEs, which are controlled according to the rules in Figure 6.16. Since cells \(V\) and \(X\) are not destined for this group, the SWEs they pass remain in a cross state. Consequently, they are routed to the right side of the module and are discarded. Since there are only three routing links in this example, while there are four cells destined to this switch module, the one with the lowest priority (i.e., cell \(U\)) loses contention to the other three and is discarded.

Since the crossbar structure inherits the characteristics of identical and short interconnection wires between switch elements, the timing alignment for the signals at each SWE is much easier than that of other types of
interconnection network, such as the binary network, the Clos network, and so on. The unequal length of the interconnection wires increases the difficulty of synchronizing the signals, and, consequently limits the switch fabric's size, as with the Batcher–banyan switch. The SWEs in the switch modules only communicate locally with their neighbors, as do the chips that contain a two-dimensional SWE array. The switch chips do not need to drive long wires to other chips on the same printed circuit board. Note that synchronization of data signals at each SWE is only required in each individual switch module, not in the entire switch fabric.

6.3.3 Translation Tables

The tables in the IPC, MTT, and the OPC (Fig. 6.18) contain information necessary to properly route cells in the switch modules of MGN1 and MGN2, and to translate old VCI values into new VCI values. As mentioned above, cell routing in the MGNs depends on the multicast pattern and priority.
values that are attached in front of the incoming cell. To reduce the translation table’s complexity, the table contents and the information attached to the front of cells are different for the unicast and multicast calls.

In a point-to-point ATM switch, an incoming cell’s VCI on an input line can be identical with other cells’ VCIs on other input lines. Since the VCI translation table is associated with the IPC on each input line, the same VCI values can be repeatedly used for different virtual circuits on different input lines without causing any ambiguity. But cells that are from different virtual circuits and destined for the same output port need different translated VCIs.

In a multicast switch, since a cell is replicated into multiple copies that are likely to be transmitted on the same routing link inside a switch fabric, the switch must use another identifier, the broadcast channel number (BCN), to uniquely identify each multicast connection. In other words, the BCNs of multicast connections have to be different from each other, which is unlike the unicast case, where a VCI value can be repeatedly used for different connections at different input lines. The BCN can either be assigned during call setup or be defined as a combination of the input port number and the VPI/VCI value.

For the unicast situation, upon a cell’s arrival, its VCI value is used as an index to access the necessary information in the IPC’s translation table, such as the output addresses in MGN1 and MGN2, a contention priority value, and a new VCI, as shown in Figure 6.19(a). The output address of MGN1,
A1, is first decoded into a flattened address, which has \( K \) bits and is put into the MP1 field in the cell header, as shown in Figure 6.19(a). The MP1 and \( P \) are used for routing cells in the MGN1, and A2 is used for routing cells in the MGN2. The \( I \) bit is the multicast indication bit, which is set to 0 for unicast and 1 for multicast. When a unicast cell arrives at the MTT, the A2 field is simply decoded into a flattened address and put into the MP2 field as the routing information in MGN2. Thus, no translation table in the MTT is needed for unicast cells. Note that A2 is not decoded into a flattened address until it arrives at the MTT. This saves some bits in the cell header (e.g., 27 bits for the above example of a \( 1024 \times 1024 \) switch) and thus reduces the required operation speed in the switch fabric. The unicast cell routing format in MGN2 is shown in Figure 6.19(b).

For the multicast situation, besides the routing information of MP1, MP2, and \( P \), the BCN is used to identify cells that are routed to the same output group of a switch module. Similarly to the unicast case, an incoming cell’s VCI is first used to look up the information in the translation table in the IPC, as shown in Figure 6.18(b). After a cell has been routed through MGN1, MP1 is no longer used. Instead, the BCN is used to look up the next routing information, MP2, in the MTT, as shown in Figure 6.18(c). The cell formats for a multicast call in MGN1 and MGN2 are shown in Figure 6.19(a) and (b). The BCN is further used at the OPC to obtain a new VCI for each duplicated copy that is generated by a cell duplicator at the OPC. The entry for the multicast translation table in the OPC is shown in Figure 6.18(d).
Note that the in MTTs that are connected to the same MGN2 contain identical information, because the copy of a multicast cell can appear randomly at any one of $L_1 M$ output links to MGN2. As compared to those in [18, 26], the translation table size in the MTT is much smaller. This is because the copy of a multicast cell can only appear at one of $L_1 M$ output links in the MOBAS, vs. $N$ links in [18, 26], resulting in fewer table entries in the MTT. In addition, since the VCI values of replicated copies are not stored in the MTT’s, the content of each table entry in the MTT is also less.

### 6.3.4 Multicast Knockout Principle

A new multicast knockout principle, an extension of generalized knockout principle, has been applied to the two-stage MOBAS to provide multicasting capability. Since the switch module (SM) in the MGN performs a concentration function (e.g., $N$ to $L_1 M$), it is also called a concentrator.

#### 6.3.4.1 Cell Loss Rate in MGN1

In the analysis, it is assumed that the traffic at each input port of the MOBAS is independent of that at the other inputs, and replicated cells are uniformly delivered to all output groups. The average cell arrival rate, $\rho$, is the probability that a cell arrives at an input port in a given cell time slot. It is assumed that the average cell replication in MGN1 is $E[F_1]$, the average cell replication in MGN2 is $E[F_2]$, the average cell duplication in the OPC is $E[D]$, and the random variables $F_1$, $F_2$, and $D$ are independent of each other.

Every incoming cell is broadcast to all concentrators (SMs), and is properly filtered at each concentrator according to the multicast pattern in the cell header. The average cell arrival rate, $p$, at each input of a concentrator is

\[
p = \frac{\rho E[F_1]}{K},
\]

where $K (= N/M)$ is the number of concentrators in MGN1. The probability ($A_k$) that $k$ cells are destined for a specific concentrator of MGN1 in a given time slot is

\[
A_k = \binom{N}{k} \rho^k (1 - p)^{N-k}
\]

\[
= \binom{N}{k} \left( \frac{\rho E[F_1] \cdot M}{N} \right)^k \left( 1 - \frac{\rho E[F_1] \cdot M}{N} \right)^{N-k}, \quad 0 \leq k \leq N, \quad (6.8)
\]

where $\rho E[F_1] \cdot M/N$ is the probability of a cell arriving at the input of a specific concentrator in MGN1.
As $N \to \infty$, (6.8) becomes

$$A_k = e^{-\rho E[F_1]M} \left( \frac{\rho E[F_1] \cdot M}{k!} \right)^k$$

(6.9)

where $\rho$ should satisfy the following condition for a stable system:


Since there are only $L_1M$ routing links available for each output group, if more than $L_1M$ cells are destined for this output group in a cell time slot, excess cells will be discarded and lost. The cell loss rate in MGN1, $P_1$, is

$$P_1 = \frac{\sum_{k=L_1M+1}^{N} (k - L_1M) A_k E[F_2]E[D]}{NpE[F_2]E[D]}$$

$$= \frac{1}{\rho E[F_1] \cdot M} \sum_{k=L_1M+1}^{N} (k - L_1M)$$

$$\times \left( \frac{N}{k} \right) \left( \frac{\rho E[F_1] \cdot M}{N} \right)^{k} \left( 1 - \frac{\rho E[F_1] \cdot M}{N} \right)^{N-k}.$$

(6.10)

(6.11)

Both the denominator and the numerator in (6.10) include the factor $E[F_2]E[D]$ to allow for the cell replication in MGN2 and the OPC. In other words, a cell lost in MGN1 could be a cell that would have been replicated in MGN2 and the OPC. The denominator in (6.10), $NpE[F_2]E[D]$, is the average number of cells effectively arriving at a specific concentrator during one cell time, and the numerator in (6.10), $\sum_{k=L_1M+1}^{N} (k - L_1M) A_k E[F_2]E[D]$, is the average number of cells effectively lost in the specific concentrator.

As $N \to \infty$, (6.11) becomes

$$P_1 = \left( 1 - \frac{L_1M}{Np} \right) \left( 1 - \sum_{k=0}^{L_1M} \frac{(Np)^k e^{-Np}}{k!} \right) + \frac{(Np)^{L_1M} e^{-Np}}{(L_1M)!}$$

$$= \left( 1 - \frac{L_1M}{\rho E[F_1]M} \right) \left( 1 - \sum_{k=0}^{L_1M} \frac{(\rho E[F_1] \cdot M)^k e^{-\rho E[F_1]M}}{k!} \right)$$

$$+ \frac{(\rho E[F_1] \cdot M)^{L_1M} e^{-\rho E[F_1]M}}{(L_1M)!}.$$ 

(6.12)
Note that (6.12) is similar to the equation for the generalized knockout principle, except that the parameters in the two equations are slightly different due to the cell replication in MGN1 and MGN2 and to the cell duplication in the OPC.

Figure 6.20 shows the plots of the cell loss probability at MGN1 vs. \( L_1 \) for various fanout values and an offered load \((= \rho E[F_1]E[F_2]E[D])\) of 0.9 at each output port. Again it shows that as \( M \) increases (i.e., more outputs are sharing their routing links), the required \( L_1 \) value decreases for a given cell loss rate. The requirements on the switch design parameters \( M \) and \( L_1 \) are more stringent in the unicast case than in the multicast. Since the load on MGN1 decreases as the product of the average fanouts in MGN2 and the
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**Fig. 6.20** Cell loss probability vs. the group expansion ratio \( L_1 \) in MGN1.
OPC increases, the cell loss rate of MGN1 in the multicast case is lower than that in the unicast case. The replicated cells from a multicast call will never contend with each other for the same output group (concentrator), since the MOBAS replicates at most one cell for each output group. In other words, an MGN1 that is designed to meet the performance requirement for unicast calls will also meet the one for calls.

6.3.4.2 Cell Loss Rate in MGN2 Special attention is required when analyzing the cell loss rate in MGN2, because the cell arrival pattern at the inputs of MGN2 is determined by the number of cells passing through the corresponding concentrator in MGN1. If there are \( l (l \leq L_1 M) \) cells arriving at MGN2, these cells will appear at the upper \( l \) consecutive inputs of MGN2. If more than \( L_1 M \) cells are destined for MGN2, only \( L_1 M \) cells will arrive at MGN2’s inputs (one cell per input port), while excessive cells are discarded in MGN1.

The cell loss rate of a concentrator in MGN2 is assumed to be \( P_2 \), and the probability that \( l \) cells arrive at a specific concentrator in MGN2 to be \( B_l \). Both \( P_2 \) and \( B_l \) depend on the average number of cells arriving at the inputs of MGN2 (i.e., the number of cells passing through the corresponding concentrator in MGN1). This implies that \( P_2 \) is a function of \( A_k \) in (6.8). In order to calculate \( P_2 \), the probability of \( j \) cells arriving at MGN2, denoted as \( I_j \), is found to be

\[
I_j = \begin{cases} 
A_j & \text{for } j < L_1 M, \\
\sum_{k=L_1 M}^{N} A_k & \text{for } j = L_1 M.
\end{cases}
\]

If \( j (j \leq L_1 M) \) cells arrive at MGN2, they will appear at the upper \( j \) consecutive inputs of MGN2. Since how and where the cells appear at the MGN2’s inputs does not affect the cell loss performance, the analysis can be simplified by assuming that a cell can appear at any input of the MGN2.

Let us denote by \( B_{lj} \) the probability that \( l \) cells arrive at the inputs of a specific concentrator in MGN2 for given \( j \) cells arrived at MGN2. Then,

\[
B_{lj} = \binom{j}{l} q^l (1 - q)^{j-l}, \quad 0 \leq j \leq L_1 M, \quad 0 \leq l \leq j,
\]

where \( q \) is equal to \( E[F_2]/M \) under the assumption that replicated cells are uniformly delivered to the \( M \) concentrators in MGN2.

If no more than \( L_2 \) cells arrive at MGN2 \((0 \leq j \leq L_2)\), no cell will be discarded in MGN2, because each concentrator can accept up to \( L_2 \) cells during one cell time slot. If more than \( L_2 \) cells arrive at MGN2 \((L_2 \leq j \leq L_1 M)\), cell loss will occur in each concentrator with a certain probability.
Since replicated cells are assumed to be uniformly distributed to all $M$ outputs in MGN2, the probability $B_l$ that $l$ cells are destined for a specific output port of MGN2 in a cell time slot is

$$B_l = \sum_{j=1}^{L_1 M} B_{lj} I_j.$$  

The cell loss rate in MGN2, $P_2$, is

$$P_2 = \frac{\sum_{l=L_2+1}^{L_1 M} (l - L_2) B_l E[D]}{N \cdot \frac{\rho E[F_1]}{K} (1 - P_1) E[F_2]}$$

$$= \frac{\sum_{l=L_2+1}^{L_1 M} (l - L_2) B_l}{\rho E[F_1] \cdot (1 - P_1) E[F_2]}.$$

Here $N \cdot \rho E[F_1]/K$ is the average number of cells destined for a concentrator in MGN1 from the inputs of the MOBAS, and $N \cdot (\rho E[F_1]/K)(1 - P_1)$ is the average number of cells that have survived in this concentrator, which in turn becomes the average number of cells arriving at the corresponding MGN2. Thus, the denominator in (6.13), $N \cdot (\rho E[F_1]/K)(1 - P_1) E[F_2] E[D]/M$, is the average number of cells effectively arriving at a specific output port. The numerator in (6.13), $\sum_{l=L_2+1}^{L_1 M} (l - L_2) B_l E[D]$, is the average number of cells effectively lost in a specific concentrator in MGN2, because the lost cell can be a cell that will be duplicated in the OPC.

Figure 6.21 shows the plots of the cell loss probability at MGN2 vs. $L_2$ for various average duplication values and an effective offered load $(= \rho E[F_1] E[F_2] E[D])$ of 0.9. The average fanout on MGN1 is assumed to be 1.0 ($E[F_1] = 1.0$), the group size to be 32 ($M = 32$), and the expansion ratio to be 2.0 ($L_1 = 2.0$). Since the traffic load on MGN2 decreases as the average cell duplication ($E[D]$) increases, the cell loss rate in MGN2 decreases as $E[D]$ increases. Therefore, the switch design parameter $L_2$ is more stringently restricted in the unicast case than in the multicast. Consequently, if MGN2 is designed to meet the performance requirement for unicast calls, it will also satisfy multicast calls' performance requirement.
6.3.4.3 Total Cell Loss Rate in the MOBAS

The total cell loss rate in the MOBAS is

\[ P_T = \frac{\text{Avg. no. of cells effectively lost in both MGN1 and MGN2}}{\text{Avg. no. of cells effectively offered to MOBAS}} \]

\[ = \frac{1}{N \cdot \rho E[F_1]E[F_2]E[D]} \left( \frac{N}{M} \sum_{k=L_i M+1}^{N} (k - L_i M) A_k E[F_2]E[D] + N \sum_{l=L_2+1}^{L_2 M} (l - L_2) B_l E[D] \right). \quad (6.14) \]

The first term of the numerator in (6.14), \( (N/M) \sum_{k=L_i M+1}^{N} (k - L_i M) A_k E[F_2]E[D] \), is the average number of cells effectively lost in MGN1. The second term of the numerator in (6.14), \( N \sum_{l=L_2+1}^{L_2 M} (l - L_2) B_l E[D] \), is the average number of cells effectively lost in all of MGN2. The denominator in

**Fig. 6.21** Cell loss probability vs. group expansion ratio \( L_2 \) in MGN2.
(6.14), $N \cdot \rho E[F_1]E[F_2]E[D]$, is the average number of cells effectively offered to the MOBAS.

In (6.14) $L_1$ and $L_2$ should be in a certain range to guarantee the required cell loss performance in the MOBAS. For example, in order to get the cell loss rate of $10^{-10}$ in the MOBAS with a very large size ($N \geq 1024$) and a group size of $M (=32)$, $L_1$ and $L_2$ should be greater than 2 and 12, respectively. If either of them is less than the required number, the total cell loss rate in the MOBAS cannot be guaranteed, since the term of the numerator of (6.14), that is a function of the smaller number, dominates the total cell loss rate in the MOBAS.

6.4 A FAULT-TOLERANT MULTICAST OUTPUT-BUFFERED ATM SWITCH

Fault tolerance is an important issue when designing ATM switches for reliable communications. In particular, as line rates increase to 2.5 or 10 Gbit/s, the failure of a single switch element in the switch fabric will disrupt the service of all connections on the link that passes through the failure point. Several interconnection networks, along with some techniques, including time redundancy and the space redundancy, have been proposed to achieve network fault tolerance [1, 11, 27, 12, 15, 29, 17]. The time redundancy technique uses a multiple-pass routing strategy to obtain dynamic full access between inputs and outputs. More specifically, it permits each input to be accessible to any output in a finite number of recirculations through a switching network. The space redundancy technique provides multiple paths from each input to all outputs by using redundant hardware (additional switching elements, links, or stages) [16]. This additional hardware increases the system complexity and complicates the operations of the switch.

Because of the property of a unique routing path between any input and output pair in binary self-routing networks, it is difficult to achieve fault tolerance without adding additional switching planes, stages, or switching elements. As shown in Figure 6.13, there are multiple paths between each input and output pair. Therefore, it is inherently robust against faulty switching elements and internal link failures. This section presents different techniques of fault diagnosis (including fault detection and location) and system reconfiguration (by isolating faulty switching elements) for the MOBAS [5]. The regular structure of the MOBAS also simplifies fault diagnosis and system reconfiguration when a fault occurs.

6.4.1 Fault Model of Switch Element

A fault in the SWE can happen in the control logic circuit or on the data link of the SWE. In the former case, the SWE will remain in either a cross state or a toggle state; these faults are called cross-stuck or toggle-stuck, respectively. If a data link is short-circuited or open-circuited, the output of the SWE is either at a high or low state; it is then called stuck-at-one (s-a-1) or...
stuck-at-zero (s-a-0). Cells passing through the faulty links are always corrupted. The link failure can occur at either a vertical or a horizontal link; it is then called vertical-stuck or horizontal-stuck, respectively. Let SWE(i, j) represent the switch element located at the ith row and the jth column in the SWE array. Denote by CS(i, j), TS(i, j), VS(i, j), and HS(i, j) a cross-stuck, toggle-stuck, vertical-stuck, and horizontal-stuck fault at SWE(i, j), respectively.

In the following, we only discuss single-fault failures, since they are much more likely to happen than multiple-fault failures in integrated circuits [2].

### 6.4.1.1 Cross-Stuck (CS) Fault

Figure 6.22 shows the cell routing in an SWE array with across-stuck SWE(4, 3) [the shaded one, denoted CS(4, 3)], where a cell from the north is always routed to the south, and a cell from the west to the east. If the CS fault occurs in the last column of the SWE array, as shown in Figure 6.22, cell loss performance is degraded. For instance, cell

![Fig. 6.22](image-url) An example of cell loss due to a cross-stuck fault at SWE(4, 3), denoted CS(4, 3). (©1994 IEEE.)
X4 is discarded because of the cross-stuck SWE(4, 3). If there are only three cells from the first to the fourth input destined for this output group, one of these three cells will be discarded at SWE(4, 3), which contributes to cell loss performance degradation.

However, if X4 is not the third cell destined for this group, or there are more than three (the number of output links) cells destined for this group, the CS in the last column does not contribute to cell loss performance degradation.

6.4.1.2 Toggle-Stuck (TS) Fault  Figure 6.23 shows how a toggle-stuck SWE(4, 2) affects the cell routing in the SWE array. Unlike a cross-stuck fault, a toggle-stuck fault may result in cells being misrouted. If the west input of the toggle-stuck SWE in Figure 6.23 does not have a cell destined for this output, an output link is wasted because the link is mistakenly occupied by this input. Therefore, every input, except this input, may experi-
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**Fig. 6.23** An example of cell loss due to the toggle-stuck fault at SWE(4, 2), denoted TS(4, 2). (©1994 IEEE.)
ence a cell loss performance degradation. For example, in Figure 6.23, cell X1 is discarded due to the fault of TS(4, 2).

### 6.4.1.3 Vertical/Horizontal-Stuck (VS/HS) Fault

Figure 6.24 shows the cell routing in the SWE array when a fault of stuck-at-one (or -zero) is found at the vertical link of SWE(4, 2). Figure 6.25 shows a fault at the horizontal link. Cells passing through this faulty SWE are always corrupted at either the vertical or the horizontal link. This might cause data retransmission and increase the network load and the congestion probability.

### 6.4.2 Fault Detection

To detect a fault, it is assumed that the MTTs, the OPCs, and the horizontal outputs of the SWE array (where cells are discarded) have simple logic circuits, called fault detectors (FDs), which are capable of detecting any
misrouted cells in the switch modules and thus providing on-line fault detection capability. In addition, the MPMs and the ABs are assumed to be able to generate test cells to locate faulty SWEs once a fault is detected by the FDs.

The fault diagnosis and system reconfiguration can be carried out at any time when needed by retaining users’ cells at the IPCs and feeding test cells to the switch fabric. Because the test can be completed within a couple of cell slots, the overhead will not affect the switch’s normal operations.

The FDs in MTTs or OPCs of the kth SM examine the kth bit of a flattened address (zero or one) to determine a misrouted cell. They also examine the source address in the test cell to locate a faulty SWE.

6.4.2.1 Cross-Stuck and Toggle-Stuck Fault Detection A TS fault can be detected by monitoring cells routed to MTTs or the OPCs. If a cell routed to an MTT or OPC has a FA of all zeros, it is considered a misrouted cell. This is because any cell with all zeros in the FA should not be routed to the
south. As shown in Figure 6.23, when cell X4 is misrouted to the second output, the associated FD detects this misrouted cell because its FA is all 0s.

While the TS fault can be easily detected online, the CS fault cannot be detected online. This fault will not contribute to cell-loss performance degradation if it is not located in the last column. Even if it is in the last column, we do not care about the CS fault, since this kind of sticking is exactly the action we will take for fault isolation (details are explained later).

6.4.2.2 Vertical-Stuck and Horizontal-Stuck Fault Detection VS and HS faults can be easily detected by checking if the outgoing signal from the SWE array is always one or zero. For instance, as shown in Figure 6.24, the signal from the second output link is always one (or zero), which indicates that one of the SWEs in the second column must be a VS. Once a VS fault occurs, e.g., at SWE(4, 2), all the SWEs below the faulty one remain at the cross state, so that the s-2-0 and s-2-1 faults will display at the south output of the faulty column. Cells that reach the south outputs are either valid cells from the user or empty cells from the ABs. They do not have the pattern of all zeros or all ones in their headers (consisting of the FA and priority fields). So, if a cell appears at a south output and has a pattern of all zeros or all ones, it must be a VS fault.

Figure 6.25 shows that the signal from the fourth discarding output is always one (or zero), and that there must be an SWE HS fault in the fourth row. Once a HS fault occurs, e.g., at SWE(4, 2), all the SWEs on the right of the faulty one remain in the cross state, so that the s-a-0 and s-a-1 faults will display at the east output of the faulty row. Cells that reach the east outputs can be valid cells from the user, empty cells from the ABs, or idle cells from the IPCs. Let us assume the address field of the idle cells is set to all zeros while the priority field is set to all ones (corresponding to the lowest priority). So, if a cell appears at an east output and has a pattern of all zeros or all ones, it must be a HS fault.

6.4.3 Fault Location and Reconfiguration Once a fault is detected, we need more information to locate the fault and reconfigure the switching network. The fault detection itself provides partial information about the location of the faulty SWE (e.g., either the row or column identification). In order to properly reconfigure the network, we need to exactly locate a HS SWE and a TS SWE. For the VS fault, we just need to know the column information. A test cell, consisting of a FA field, a new priority field, and an input source address field, is generated by the MPM or the AB to locate the fault. Its FA field has the same length as the regular cell format in the MOBAS. The new priority field is \( \log_2 2L_1 M \) bits long in MGN1 and \( \log_2 2L_1 \) bits in MGN2. The input source address field has \( \log_2 N \) bits in MGN1 and \( \log_2 L_1 M \) bits in MGN2.
6.4.3.1 **Toggle-Stuck and Cross-Stuck Cases**  

By performing fault detection for the TS, the location of the faulty column can be identified. In order to locate the faulty row, we define a location test (called the TS test) for a TS fault. Figure 6.26 shows an example of the TS test. Cells coming from MPMs are forced to have a different FA than those from the AB; thus, all SWEs in the SWE array are set to a cross state. As a result, fault-free condition cells from the MPMs all appear at the east side of the SWE array, while those from the AB appear at the south side. If there is a TS at SWE(i, j), cells from the ith MPM will be delivered to the jth output link, while cells from the jth column of the AB are routed to the ith discarding output.

Once we have exactly located the TS fault, say at (i, j), we can reconfigure the SWE array by setting SWE(i, j) to a cross state, as shown in Figure 6.27.

---

**Fig. 6.26** Fault location test for a toggle-stuck SWE by forcing all SWEs to a cross state.
This reconfigured SWE array has the same cell-loss performance as the SWE array with a CS fault at \((i, j)\).

As mentioned before, a CS fault cannot be detected online. However, since a CS situation can be considered a reconfiguration of TS faults, we do not need to identify the location of the CS fault (although it can be detected and located with a few steps of offline tests as described in the following).

If we add one more bit to the priority field and modify the setting of the priority fields of the test cells, we can offline detect and locate a CS fault in the SWE array. The method of locating a CS fault is to force all the SWEs in the shaded square block of SWEs in Figure 6.28 to a toggle state while the rest of the SWEs are set to a cross state. If there exists a CS SWE in the square block, we will be able to identify its location by monitoring the outputs. By moving the square block around in the SWE array and repeating the test procedure, we can determine if there is a CS fault and locate its position (if any).
Figure 6.28 shows an example of the fault location test for a CS SWE (CS test). This test can also be used to locate a HS SWE. To diagnose the SWEs in the three uppermost rows, the priorities of the test cells, X3, X2, X1, V1, V2, and V3, are arranged in descending order. These cells’ FAs are set to be identical, but the FAs of test cells X4, X5, and X6 are set to be different. The CS test forces all SWEs in the square block in this example to a toggle state and all other SWEs to a cross state. If there exists a CS in this square block, the output pattern will be different from the expected one. For offline testing of a switch module, at least \( \lceil N/L_1M \rceil \) tests are required in MGN1, and \( \lceil L_1M/L_2 \rceil \) tests in MGN2.

### 6.4.3.2 Vertical-Stuck and Horizontal-Stuck Cases

If a VS or an HS fault exists in the SWE array, cells that pass through the faulty SWE will be corrupted as shown in Figure 6.24 and Figure 6.25. Once a VS fault is
detected by the FD at MTTs or OPCs, the information about the faulty column is known immediately. This information is sufficient to reconfigure the switch network. For example, if the $j$th column contains a VS ($j = 2$ in Figure 6.24), all the SWEs in the $j$th column are forced to a cross state, so that the $j$th column is isolated. For instance, Figure 6.29 shows the reconfiguration with the second column isolated. Of course, the cell loss performance is degraded because of the reduction of available routing links.

Special attention is needed for a HS fault, because we must locate exactly the faulty SWE prior to proper reconfiguration. Once a HS fault is detected, we have the information about the faulty row automatically. What we need is the column information. In order to locate the fault, we define a fault location test (HS test) for it.

The HS test sets the test cells’ FA, priority, and source address to appropriate values such that all SWEs on the faulty row are forced to a
toggle state. Let us consider an HS test for the \(i\)th row of the SWE array. The FA of test cells from all MPMs except the \(i\)th MPM are set to all zeros (for mismatching purposes), while the test cell’s FA from the \(i\)th MPM is set to be identical to that of the test cells from the AB. All test cells’ source addresses are set to their row numbers or column numbers, depending on whether they are fed to the SWE array horizontally or vertically. Priorities of the test cell from the \(i\)th MPM and broadcast test cells from AB are set in descending order. Normally, the priority of the test cell from the \(i\)th MPM is the highest, the broadcast test cell from the first column is the second highest, the broadcast test cell from the second column is the third highest, and so on.

\[\text{Fig. 6.30} \quad \text{Fault location test for a horizontal-stuck SWE by forcing the SWEs in the faulty row to a toggle state.}\]
With this arrangement, the cell from the $i$th MPM will appear at the first output link, while the broadcast cell from the $r$th AB will appear at the $(r+1)$th output link or the $i$th discarding output. The FDs at the output links examine the source address SA field to locate the faulty column that contains the HS SWE. If the $j$th column contains a HS SWE, the test cell from the $i$th MPM will appear at the first output link, and the test cell $V_j$ broadcast from the $r$th AB ($1 \leq r \leq j - 1$) will appear at the $(r+1)$th output link. The test cell $V_j$ broadcast from the $j$th AB will be corrupted and appear at the $i$th discarding output. The test cell, $V_{j+s}$ broadcast from the $(j+s)$th AB ($1 \leq s \leq L_1M - j$) will appear at the $(j+s)$th output link. If a HS SWE is on the last column, the test cell from the $r$th AB will appear at the $(r+1)$th output link, and the test cell broadcast from the rightmost AB appears at the $i$th discarding output and is corrupted.

Figure 6.30 shows a test example where a HS SWE exists in the fourth row and all SWEs in the fourth row are forced to a toggle state to locate the HS SWE(4, 2).

**Fig. 6.31** Reconfiguration by isolating the upper column of the horizontal-stuck SWE(4, 2).
SWE. For example, if SWE(4, 2) is HS, cell V3 (instead of cell V2) will appear at output link 3; cell V2, which is corrupted, will appear at the 4th discarding output.

After locating the HS fault, say at SWE(i, j), we can reconfigure the SWE array by forcing SWE(i, j) to a toggle state and the switch elements that are in the same column and are above the faulty SWE [SWE(k, j), 1 ≤ k ≤ i − 1] to a cross state, so that cells will not be affected by the HS SWE(i, j). Figure 6.31 shows an example of the reconfiguration for a HS at SWE(4, 2).

6.4.4 Performance Analysis of Reconfigured Switch Module

In this subsection, we show the graceful cell loss performance degradation of a SM under faulty conditions. The cell loss rate of each input under different faults is calculated. For simplicity, it is assumed that the SM has an $N \times L$ SWE array, that all incoming cells have the same priority and have a higher priority than broadcast cells from the AB, and that the traffic at each input port of the MOBAS is independent of that at the other inputs. The average cell arrival rate, $\rho$, is the probability that a cell arrives at an input port in a given time slot. It is also assumed that cells are uniformly delivered to all output ports and that there is only point-to-point communication, which gives the worst-case performance analysis. As a result, the traffic at each input of the SM has an identical Bernoulli distribution with $\rho/N$ as its average cell arrival rate.

$P(k)$ is defined as the cell loss rate of the $k$th input with an expansion ratio $L$ under a fault-free condition. The cell loss rates of the uppermost $L$ inputs are zero, meaning that cells from these inputs are always delivered successfully, or

$$P(k) = 0, \quad 1 \leq k \leq L.$$  

The cell loss rates of the remaining inputs, from input $L + 1$ to input $N$, are

$$P(k) = \Pr \left( \text{at least } L \text{ inputs above the } k\text{th have active cells} \mid \text{the } k\text{th input has an active cell} \right)$$

$$= \Pr \left( \text{at least } L \text{ active cells arrive at inputs } 1 \text{ to } k - 1 \right)$$

$$= \sum_{i=L}^{k-1} \binom{k-1}{i} \left( \frac{\rho}{N} \right)^i \left( 1 - \frac{\rho}{N} \right)^{k-1-i}$$

$$= 1 - \sum_{i=0}^{L-1} \binom{k-1}{i} \left( \frac{\rho}{N} \right)^i \left( 1 - \frac{\rho}{N} \right)^{k-1-i}, \quad L + 1 \leq k \leq N.$$
$P_k(k)$ is defined as the cell loss rate of the $k$th input with an expansion ratio $L$ under a faulty SWE. Note that the cell loss rate discussed here is not for the entire MOBAS, but only for the SM that has a faulty SWE.

6.4.4.1 Cross-Stuck and Toggle-Stuck Cases As discussed before, a TS fault can be isolated by setting the TS SWE to a cross state, which resembles the occurrence of the CS fault at this SWE (see Fig. 6.27). Thus, the effect on cell loss performance of the CS and TS faults is the same. We will analyze only the cell loss performance of the SM with a CS SWE.

If the CS fault of SWE($i, j$) is not in the last column ($j \neq L$), there is no performance degradation. When it is in the last column ($j = L$), the CS SWE does not affect the cell loss performance of the inputs except for the one in the same row of the faulty SWE.

For a fault CS($i, L$) ($i \geq L$), only one input arrival pattern contributes to the cell loss performance degradation. That is when there are exactly $L$ cells destined for this output port. Among these cells are $L - 1$ cells from inputs 1 to $i - 1$; one cell from input $i$, and no cells from the inputs $i + 1$ to $N$ ($L \leq i \leq N$). The average number of additionally lost cells, $AL(i)$, due to the faulty SWE($i, j$) depends on the fault row position $i$:

$$AL(i) = \left( \frac{i - 1}{L} \right) \left( \frac{\rho}{N} \right)^{L-1} \left( 1 - \frac{\rho}{N} \right)^{i-L} \frac{\rho}{N} \left( N - i \right) \left( \frac{\rho}{N} \right)^0 \left( 1 - \frac{\rho}{N} \right)^{N-i}$$

$$= \left( \frac{i - 1}{L} \right) \left( \frac{\rho}{N} \right)^L \left( 1 - \frac{\rho}{N} \right)^{N-L}, \quad L + 1 \leq i \leq N.$$  

Note that a faulty SWE($i, L$) ($i \leq L - 1$) does not introduce any cell loss performance degradation. Under the cross-state reconfiguration for a faulty SWE($i, L$), the cell loss rate of each input is as follows:

$$P_k(k) = \begin{cases}  
P_L(k), & 1 \leq k \leq i - 1, \\
1 - k, & k = i, \\
P_L(k) - P(A), & i + 1 \leq k \leq N.
\end{cases}$$

where $P(A)$ is the probability of the event $A$,

$$A = \left\{ \begin{array}{c} 
\text{the } k \text{th input’s active cell} \\
is routed successfully \\
is located above the \\
k \text{th input, have active cells} 
\end{array} \right\}$$

$$P(A) = \left( \frac{i - 1}{L} \right) \left( \frac{\rho}{N} \right)^{L-1} \left( 1 - \frac{\rho}{N} \right)^{i-L} \frac{\rho}{N} \left( k - i \right) \left( \frac{\rho}{N} \right)^0 \left( 1 - \frac{\rho}{N} \right)^{k-i}$$

$$= \left( \frac{i - 1}{L} \right) \left( \frac{\rho}{N} \right)^L \left( 1 - \frac{\rho}{N} \right)^{k-L}, \quad i < k \leq N.$$
The probability $P(A)$ is considered as the cell loss rate improvement of the $k$th input.

Figure 6.32 shows the cell loss rate of each input after the SWE array is reconfigured. Here, the MOBAS is assumed to be a single stage with a size of $64 \times 64$ and an expansion ratio $L$ of 12. The faulty SWE is assumed to be SWE(35, 12). For those inputs above the faulty input 35, the cell loss rates are the same as in the fault-free case, while the faulty input’s cell loss rate is equal to that of the $L = 11$ fault-free case. The inputs below the faulty one (from 36 to 64) have almost the same cell loss rates as in the fault-free case, since the improvement $P(A)$ is very small.

6.4.4.2 Vertical-Stuck Case

When there is a VS SWE in the $j$th column, all the SWEs in that column are forced to a cross state to isolate the $j$th column, as shown in Figure 6.29 ($j = 2$). This column isolation prevents cells from being corrupted, but reduces available routing links from $L$ to $L - 1$. Therefore, after the reconfiguration, the cell loss rate of each input is slightly increased to the following:

$$P'_L(k) = P'_{L-1}(k), \quad 1 \leq k \leq N.$$  

Note that the effect on the cell loss performance degradation is independent of the faulty link’s position. The cell loss rates after the reconfiguration are...
equal to those of the fault-free \( L = 11 \) case, regardless of the row position of the faulty link.

**6.4.4.3 Horizontal-Stuck SWE Case** Figure 6.31 shows a reconfiguration example of HS SWE(4, 2). Let us consider an HS(\( i, j \)) case: the cell loss rates of all inputs above the \( i \)th one are equal to those of the fault-free \( (L - 1) \) case, while the \( i \)th input has no cell loss. And the cell loss rates of all inputs below the \( i \)th one are almost equal to those of the fault-free \( (L - 1) \) case. Incoming cells from all inputs above the \( i \)th one can only be routed to \( L - 1 \) output links, and the \( i \)th input always occupies one of \( j \) output links (from the first to the \( j \)th).

Special attention is needed when we consider the cell loss rates of the inputs below the \( i \)th row. The cell loss rate of the \( k \)th input \((i < k \leq N)\) depends only on \( k - 2 \) inputs, which are all above the \( k \)th one and exclude the \( i \)th input. Thus, the cell loss rate of the \( k \)th input is equal to that of the \((k - 1)\)th input in the case where the switch module is fault-free and its expansion ratio is \( L - 1 \):

\[
P'_L(k) = \begin{cases} 
P_{L-1}(k), & 1 \leq k < i - 1, \\
0, & k = i, \\
P_{L-1}(k - 1), & i + 1 \leq k \leq N.
\end{cases}
\]

![Cell loss rate of each input port after partial column isolation.](image)

**Fig. 6.33** Cell loss rate of each input port after partial column isolation.
Figure 6.33 shows the cell loss rates of inputs of the switch module with a HS SWE. The cell loss rates of all inputs above the faulty one ($i = 35$) are equal to those of fault-free $L = 11$ case, while the faulty input has no cell loss. The cell loss rates of the inputs below the faulty one are almost equal to those of the fault-free $L = 11$ case, because one of $j$ output links is always occupied by the cells from the faulty input, and they are independent of the faulty input's cell arrival pattern.

From the above analysis it can be concluded that under the single-fault condition, the worst cell loss performance degradation corresponds to the loss of one output link. Note that these cell loss rates are not the average rate of the entire MOBAS but that of the SM with a faulty SWE. When an input experiences cell loss performance degradation due to a faulty SWE, it corresponds to one output link loss in the worst case. Thus, if we add one more column of SWEs for each switch module, which corresponds to less than 2% hardware overhead in MGN1 and less than 9% hardware overhead in MGN2, under any kind of single-fault condition, the MOBAS can still have as good cell loss performance as the originally designed, fault-free system.

6.5 APPENDIX

Let us consider an ATM switch as shown in Figure 6.10, and assume that cells arrive independently from different input ports and are uniformly delivered to all output ports. The variables used are defined as follows.

- $N$: the number of a switch's input ports or output ports
- $M$: the number of output ports that are in the same group
- $L$: the group expansion ratio
- $\rho$: the offered load of each input port, or the average number of cells that arrive at the input port in each cell time slot
- $\rho/N$: the average number of cells from each input port destined for an output port in each cell time slot
- $\rho M/N$: the number of cells from each input port destined for an output group in each cell time slot
- $P_k$: the probability that $k$ cells arrive at an output group in each cell time slot
- $\bar{\lambda}$: the average number of cells from all input ports that are destined for an output group in each cell time slot
- $\bar{\lambda}^*$: the average number for cells from all input ports that have arrived at an output group in each cell time slot
Then $P_k$ is given by the following binomial probability:

$$P_k = \binom{N}{k} \left( \frac{\rho M}{N} \right)^k \left( 1 - \frac{\rho M}{N} \right)^{N-k}, \quad k = 0, 1, \ldots, N,$$

and we have

$$\lambda = \sum_{k=1}^{N} k P_k = N \left( \frac{\rho M}{N} \right) = \rho M,$$

$$\lambda' = \sum_{k=1}^{LM} k P_k + \sum_{k=LM+1}^{N} (LM) P_k$$

$$= \lambda - \sum_{k=LM+1}^{N} k P_k + \sum_{k=LM+1}^{N} (LM) P_k$$

$$= \lambda - \sum_{k=LM+1}^{N} (k - LM) P_k.$$  

Since at most $LM$ cells are sent to each output group in each cell time slot, the excess cells will be discarded and lost. The cell loss probability is

$$P(\text{cell loss}) = \frac{\lambda - \lambda'}{\lambda}$$

$$= \frac{1}{\lambda} \sum_{k=LM+1}^{N} (k - LM) P_k$$

$$= \frac{1}{\rho M} \sum_{k=LM+1}^{N} (k - LM) \binom{N}{k} \left( \frac{\rho M}{N} \right)^k \left( 1 - \frac{\rho M}{N} \right)^{N-k}. \quad (6.15)$$

As $N \to \infty$,

$$P_k = \frac{\left( \rho M \right)^k e^{-\rho M}}{k!},$$

$$P(\text{cell loss}) = \frac{1}{\rho M} \sum_{k=LM+1}^{\infty} (k - LM) \frac{\left( \rho M \right)^k e^{-\rho M}}{k!}$$

$$= \sum_{k=LM+1}^{\infty} \frac{(k - LM) \left( \rho M \right)^k e^{-\rho M}}{\rho M k!}.$$
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The switches based on the knockout concept suffer from cell loss due to the lack of routing links in the switch fabric—for example, the concentrator in the knockout switch, or the multicast grouping network (MGN) in the MOBAS in Chapter 6. Although we can engineer the group expansion ratio $L$ to achieve a satisfactory cell loss probability, say $10^{-10}$, that is based on the assumption that the traffic from different input ports is uncorrelated and input traffic is uniformly distributed to all output ports. The latter assumption gives the worst case cell loss probability, while the former assumption may not be realistic for the applications such as Internet Web services. There may be a lot of traffic destined for the same popular site at the same time, resulting in a so-called hot-spot situation and an unacceptable cell loss probability. In order to reduce the cell loss rate, excess cells can be stored at the input buffers, which results in the switch having buffers at the input and output ports. The switch to be discussed in this chapter belongs to this category.

We describe a switch that has a similar architecture to the MOBAS but does not discard cells in the switch fabric. When the head-of-line (HOL) cells of the input ports are sent to the switch fabric, they are held at the input ports until they have been successfully transmitted to the desired output port. The switch fabric is a crossbar structure, where switch elements, with the capability of routing cells and resolving contention based on cells’ priority levels, are arranged in a two-dimensional array, and is similar to an abacus. For this reason it is called the abacus switch. The challenging issue of designing an input–output-buffered switch is to design a fast and scalable arbitration scheme.
The arbitration algorithm proposed in the abacus switch takes advantage of the switch element's ability to resolve contention for the routing links according to their priority levels. As a result, with some extra feedback lines and logic circuits at the input ports, the arbitration scheme can be implemented without adding much complexity and cost. The switch uses a new arbitration scheme to resolve the contention among the HOL cells. The arbitration is done in a distributed manner and thus enables the switch to grow to a large size.

Section 7.1 describes the basic architecture of the abacus switch. Section 7.2 presents the new arbitration scheme, which is implemented in a distributed manner. Section 7.3 depicts the implementation of an input controller and how it resolves contention resolution. Section 7.4 discusses the performance of the abacus in throughput, delay, and loss. Section 7.5 shows a key component, the ATM routing and concentration (ARC) chip used to implement the abacus switch. Section 7.6 describes three approaches to scale the abacus switch to 1-Tbit/s capacity. Section 7.7 shows how the abacus switch can also route switch packets through the switch fabric.

7.1 Basic Architecture

The abacus switch is a scalable multicast architecture with input and output buffering. It uses input buffers to temporarily store cells that have lost contention to other inputs and thus eliminates the possibility of discarding cells due to the loss of contention in the switch fabric, as in the MOBAS.

Figure 7.1 shows the architecture of the abacus switch. It consists of input port controllers (IPCs), a multicast grouping network (MGN), multicast translation tables (MTTs), small switch modules (SSMs), and output port controllers (OPCs). The architecture is very similar to the MOBAS's except that MGN2 in the MOBAS is now replaced with the SSM and that the abacus switch has feedback lines from the routing modules (RMs) to the IPCs to facilitate output port contention resolution (see details in Section 7.2). The RM in the abacus switch is exactly the same as the SM in the MOBAS, but the term “RM” will be used from now on. If the group size $M$ is carefully chosen in such a way that the second-stage switch network's capacity is (say) at most 20 Gbit/s, it will be more cost-effective to implement the MGN2 in the MOBAS with a shared-memory switch module. For instance, for $M = 32$, $L = 2$, and line rate 155.52 Mbit/s, the SSM's capacity is 10 Gbit/s. The IPC performs similar functions to those in the MOBAS, except that it also assists in resolving contention among cells that are destined to the same output group and buffering those cells losing contention.

The switch performs cell replication and cell routing simultaneously. Cell replication is achieved by broadcasting incoming cells to all RMs, which then selectively route cells to their output links. Cell routing is performed distributedly by an array of switch elements (SWEs). The concept of channel
grouping described in Section 6.2 is applied to construct the MGN in order to reduce hardware complexity, where every $M$ output ports are bundled in a group. For a switch size of $N$ input ports and $N$ output ports, there are $K$ output groups ($K = N/M$). The MGN consists of $K$ routing modules; each of them provides $LM$ routing links to each output group. $L$ is defined as group expansion ratio: the ratio of the required number of routing links to the group size. Cells from the same virtual connection can be arbitrarily routed to any one of the $LM$ routing links, and their sequence integrity will be maintained. Based on an arbitration mechanism to be described in Section 7.2, up to $LM$ cells from $N$ IPCs can be chosen in each RM. Cells that lose contention are temporarily stored in an input buffer and will retry in the next time slot. On the other hand, cells that are successfully routed through RMs will be further routed to proper output port(s) through the SSMs.

The group expansion ratio $L$ is engineered in such a way that the required maximum throughput in a switch fabric can be achieved. Performance study shows that the larger $M$ is, the smaller is the $L$ required to achieve the same maximum throughput. For instance, for a group size $M$ of 16 and input traffic with an average burst length of 15 cells, $L$ has to be at least 1.25 to achieve a maximum throughput of 0.96. But, for a group size $M$ of 32 and the same input traffic characteristic, $L$ can be as low as 1.125 to achieve the same throughput. Since cell loss doesn’t occur within the abacus switch (unlike the MOBAS), $L$ is chosen to achieve sufficiently large maximum
throughput and low delay in the input buffers, but not for cell loss rate as in the MOBAS. Its value can be slightly smaller than the one in the MOBAS (e.g., for \( M = 32 \), \( L \) is 2 for a cell loss rate of \( 10^{-10} \)).

Each RM in the MGN contains a two-dimensional array of switch elements and an address broadcaster (AB), as shown in Figure 7.2. It is similar to Figure 6.15 except that each RM provides a feedback line to all IPCs. The multicast pattern maskers (MPMs) are not shown here for simplicity.

Figure 7.3 shows routing information for a multicast ATM switch with \( N = 256 \) and \( M = 16 \), which consists of several fields: a multicast pattern (MP), a priority field (P), and a broadcast channel number (BCN). A MP is a bit map of all the output groups and is used in the MGN for routing cells to multiple output groups. Each bit indicates if the cell is to be sent to the associated output group. For instance, if the \( i \)th bit in the MP is set to 1, the cell is to be sent to the \( i \)th output group. The MP has \( K \) bits for an MGN that has \( K \) output groups (16 in this example). For a unicast call, its multicast pattern is basically a flattened output address (i.e., a decoded output address) in which only one bit is set to 1 and all the other \( K - 1 \) bits are set to 0. For a multicast call, there is more than one bit set to 1 in the MP, corresponding to the output groups for which the cell is destined.

A priority field (P), used to assist contention resolution, can be flexibly set to any value to achieve desired service preference. For instance, the priority field may consist of an activity bit (A), a connection priority (C), a buffer state priority (Q), a retry priority (R), and an input port priority (S). Let us
assume the smaller the priority value, the higher the priority level. The activity bit \( A \) indicates the validity of the cell. It is set to 0 if the cell is valid and set to 1 otherwise. The connection priority \( C \) indicates the priority of the virtual connection, which can be determined during the call setup or service provisioning. The buffer state priority \( Q \) provides for sharing among \( N \) input buffers by allowing the HOL cell in an almost overflowed buffer (e.g., exceeding a predetermined threshold) to be transmitted sooner, so that the overall cell loss probability is reduced. The retry priority \( R \) provides global first-come, first-served (FCFS) discipline, allowing a cell's priority level to move up by one whenever it loses contention once. The retry priority can initially be set to 1111 and decreased by one whenever losing contention once. In order to achieve fairness among input ports, the priority levels of the HOL cells at the input ports dynamically change at each time slot. The input port priority \( S \) can initially be set to its input port address with \( \log_2 N \) bits and decreased by one at every time slot, thus achieving round-robin (RR) fairness.

The BCN in Figure 7.3 will be used to find a new multicast pattern in the MTT, allowing the copied cell to be further duplicated in the SSM. The BCN will also be used by the OPC to find a new VPI/VCI for each copy of the replicated cell.

### 7.2 MULTICAST CONTENTION RESOLUTION ALGORITHM

Here, we describe a novel algorithm that resolves output port contention among the input ports in a fair manner. It can also perform call splitting for multicasting and thus improves the system throughput. The output port
contention resolution is often implemented by a device called an arbiter. Most proposed arbiters can only handle unicast calls (i.e., point-to-point communication) and N-to-1 selection—for example, three-phase [10], ring reservation [1], and centralized contention resolution devices [6].

Implementing an arbiter capable of handling call splitting and N-to-multiple selection is much more challenging with respect to the timing constraint. At the beginning of the cell time slot, the arbiter receives N multicast patterns, one from each input port, and returns acknowledgment to those input ports whose HOL cells have won contention. These cells are then allowed to transmit to the switch fabric. Let us consider these N multicast patterns, each with K bits, being stacked up; there are K columns with N bits in each column. Each column associates with each output group. The arbiter’s job is to select up to, for example, LM bits that are set to 1 from each column and perform that operation K times, all within one cell time slot. In other words, the arbitration’s timing complexity is $O(NK)$. The arbiter may become the system’s bottleneck when N or K is large.

The arbitration scheme described here performs N-to-LM selection in a distributed manner using the switch fabric and all IPCs, thus eliminating the speed constraint. Another difference between this arbitration scheme and others is that here the HOL cell is repeatedly sent to the switch fabric to compete with others until it has successfully transmitted to all necessary output groups that the cell is destined for. Unlike other arbitration schemes, the scheme described here does not wait for an acknowledgment before transmitting the cell. When a cell is routed in a switch fabric without waiting for an acknowledgment, two situations are possible. It may be successfully routed to all necessary output groups, or only routed to a subset of the output groups—possibly the empty set. The last case is considered a failure, and the HOL cell will retry in the next time slot. When a cell is transmitted to the switch fabric, since it does not know if it will succeed, it must be stored in a one-cell buffer for possible retransmission.

Now the question is how the IPC knows whether or not its HOL cell has been successfully transmitted to all necessary output groups. In the abacus switch, the RMs are responsible for returning the routing results to the IPC. One possible way is to let each RM inform IPCs of the identification (e.g., the broadcast channel number) of the cells that have been successfully routed. However, since a cell can be routed to multiple output groups (for instance, up to K output groups for a broadcast situation), one IPC may receive up to K acknowledgments from K RMs. The complexity of returning the identification of every successfully routed copy to all IPCs is too high to be practical for a large-scale switch. A scheme that significantly simplifies the complexity of the acknowledgment operation is described in the following.

The RM can not only route cells to proper output groups, but also, based on cells’ priority levels, choose up to LM cells that are destined for the same output group. The HOL cell of each input port is assigned a unique priority level that is different from the others. After cells are routed through an RM,
they are sorted at the output links of the RM according to their priority levels from left to right in descending order (See Fig. 7.2). The cell that appears at the rightmost output link has the lowest priority among the cells that have been routed through this RM. This lowest-priority information is broadcast to all IPCs. Each IPC will then compare the local priority (LP) of the HOL cell with a feedback priority, say FP, to determine if the HOL cell has been routed through RM. Note that there are K feedback priorities, FP, ..., FP.

If the feedback priority level (FP) is lower than or equal to the local priority level (LP), the IPC determines that its HOL cell has reached one of the output links of RM. Otherwise, the HOL cell must have been discarded in RM due to loss of contention and will be retransmitted in the next time slot. Since there are K RMs in total, there will be K lines broadcast from K RMs to all IPCs, each carrying the lowest-priority information in its output group.

The priority assigned to the HOL cells will be dynamically changed according to some arbitration policies, such as random, RR, state-dependent, and delay-dependent [8]. The random scheme randomly chooses the HOL cells of input ports for transmission; the drawback is it has a large delay variation. The RR scheme chooses HOL cells from input ports in a RR fashion by dynamically changing the scanning point from the top to the bottom input port (e.g., the S field in Figure 7.3). The state-dependent scheme chooses the HOL cell in the longest input queue so that input queue lengths are maintained nearly equal, achieving input buffer sharing (e.g., the Q field in Figure 7.3). The delay-dependent scheme performs like a global FIFO, where the oldest HOL cell has the highest priority to be transmitted to the output (e.g., the R field in Fig. 7.3). Since the arbitration is performed in a distributed manner by K RMs and in parallel by IPCs, any of the above policies, or a combination of them, can be implemented by arbitrarily assigning a proper priority level to the HOL cell.

At the beginning of the time slot, each IPC sends its HOL cell to the MGN. Meanwhile, the HOL cell is temporarily stored in a one-cell-size buffer during its transmission. After cells have traversed through the RMs, priority information, FP to FP (the priority of the rightmost link of each RM), is fed back to every IPC. Each IPC will then compare the feedback priority level FP, j = 1, 2, ..., K, with its local priority level, LP. Three situations can happen. First, MP = 1 and LP ≤ FP, recall that the smaller the priority value, the higher the priority level, which means the HOL cell is destined for the jth output group and has been successfully routed through the jth RM. The MP bit is then set to 0. Second, MP = 1 and LP > FP, which means the HOL cell is destined for the jth output group but discarded in the jth RM. The MP bit remains 1. Third, MP = 0 (the jth bit of the HOL cell's multicast pattern can be equal to 0), which means the HOL cell is not destined for the jth output group. Then, the MP bit remains 0.

After all MP bits (j = 1, 2, ..., K) have been updated according to one of the above three scenarios, a signal, resend, indicating whether the HOL cell should be retransmitted, will be asserted to 1 if one or more than one bits in
the multicast pattern remains 1. The *resend* signal is initially set to 0. If multicast pattern bits are all 0, meaning the HOL cell has been successfully transmitted to all necessary output groups, the *resend* signal will be deasserted. The IPC will then clear the HOL cell in the one-cell buffer and transmit the next cell in the input buffer in the next time slot (if any).

Figure 7.4 gives an example of how a multicast pattern is modified. Let us assume that at the beginning of the $m$th time slot, the HOL cell is destined for three output groups: 1, 3, $K$. Therefore, the multicast pattern at the $m$th time slot, $MP^m$, has three bits set to 1. Let us also assume that the local priority value (LP) of the HOL cell is 5 and the feedback priority values from groups 1, 2, 3, and $K$ are 7, 2, 3, and 5, respectively, as shown in Figure 7.4. The result of comparing LP with the FPs is 0110...00, which is then logically ANDed with the $MP^m$ and produces a new multicast pattern, 0010...00, for the next time slot ($MP^{m+1}$). Since only the $MP^{m+1}_3$ is set to 1, the IPC

\[ MP^m : \text{multicast pattern at the } m\text{-th time slot} \]
\[ MP^{m+1} : \text{multicast pattern at the } (m+1)\text{-th time slot} \]
\[ LP : \text{local priority level of the HOL cell} \]
\[ FP_j : \text{feedback priority level from } j\text{-th routing module} \]

*Fig. 7.4* An example of modifying a multicast pattern. (©1997 IEEE.)
determines that the HOL cell has been successfully routed to RMs 1 and $K$ but discarded in RM 3 and will retransmit in the next time slot.

### 7.3 IMPLEMENTATION OF INPUT PORT CONTROLLER

Figure 7.5 shows a block diagram of the IPC. For easy explanation, let us assume the switch has 256 input ports and 256 output ports, and every 16 successive output ports are in one group. A major difference between this IPC and traditional ones is the addition of the multicast contention resolution unit (MCRU), shown in a dashed box. It determines, by comparing $K$ feedback priorities with the local priority of the HOL cell, whether or not the HOL cell has been successfully routed to all necessary output groups.

Let us start from the left, where the input line from the SONET–ATM network is terminated. Cells 16 bits wide are written into an input buffer.

---

**Fig. 7.5** Implementation of the input port controller with $N = 256$, $M = 16$. (©1997 IEEE.)
The HOL cell’s VPI/VCI is used to extract necessary information from a routing table. This information includes a new VPI/VCI for unicast connections; a BCN for multicast connections, which uniquely identifies each multicast call in the entire switch; a MP for routing cells in the MGN; and the connection priority C. This information is then combined with a priority field to form the routing information, as shown in Figure 7.3.

As the cell is transmitted to the MGN through a parallel-to-serial converter (P/S), the cell is also temporarily stored in a one-cell buffer. If the cell fails to route successfully through the RMs, it will be retransmitted in the next cell cycle. During retransmission, it is written back to the one-cell buffer in case it fails to route through again. The S down counter is initially loaded with the input address and decremented by one at each cell clock. The R down counter is initially set to all 1s and decreased by one every time the HOL cell fails to transmit successfully. When the R-counter reaches zero, it will remain at zero until the HOL cell has been cleared and a new cell becomes the HOL cell.

K feedback priority signals, FP to FP_k, are converted to 16-bit-wide signals by the serial-to-parallel converters (S/P) and latched at the 16-bit registers. They are simultaneously compared with the HOL cell’s local priority (LP) by K comparators. Recall that the larger the priority value is, the lower the priority level is. If the value of FP_j is larger than or equal to LP, the jth comparator’s output is asserted low, which will then reset the MP_j bit to zero regardless of what its value was (0 or 1). After the resetting operation, if any one of the MP_j bits is still 1, indicating that at least one HOL cell did not get through the RM in the current cycle, the resend signal will be asserted high and the HOL cell will be retransmitted in the next cell cycle with the modified multicast pattern.

As shown in Figure 7.5, there are K sets of S/P, FP register, and comparator. As a switch size increases, the number of output groups, K, also increases. However, if the time permits, only one set of this hardware is required for time-division multiplexing the operation of comparing the local priority value, LP, with K feedback priority values.

7.4 PERFORMANCE

This section discusses the performance analysis of the abacus switch. Both simulation and analytical results are given for comparison. Simulation results are obtained with a 95% confidence interval, with errors not greater than 10% for the cell loss probability or 5% for the maximum throughput and average cell delay.

Figure 7.6 considers an on–off source model in which an arrival process to an input port alternates between on (active) and off (idle) periods. A traffic source continues sending cells in every time slot during the on period, but stops sending cells in the off period. The duration of the on period is
determined by a random variable $X \in \{1, 2, \ldots\}$, which is assumed to be geometrically distributed with a mean of $\beta$ cells. Similarly, the duration of the off period is determined by a random variable $Y \in \{0, 1, 2, \ldots\}$, which is also assumed to be geometrically distributed with a mean of $\alpha$ cells. Define $q$ as the probability of starting a new burst (on period) in each time slot, and $p$ as the probability of terminating a burst. Cells arriving at an input port are assumed to be destined for the same output. Thus, the probability that the on period lasts for a duration of $i$ time slots is

$$
\Pr\{X = i\} = p(1 - p)^{i-1}, \quad i \geq 1,
$$

and we have

$$
\beta = E[X] = \sum_{i=1}^{\infty} i \Pr\{X = i\} = \frac{1}{p}.
$$

The probability that an off period lasts for $j$ time slots is

$$
\Pr\{Y = j\} = q(1 - q)^{j-1}, \quad j \geq 0,
$$

and we have

$$
\alpha = E[Y] = \sum_{j=0}^{\infty} j \Pr\{Y = j\} = \frac{1 - q}{q}.
$$

### 7.4.1 Maximum Throughput

The maximum throughput of an ATM switch employing input queuing is defined by the maximum utilization at the output port. An input-buffered switch’s HOL blocking problem can be alleviated by speeding up the switch fabric’s operation rate or increasing the number of routing links with an expansion ratio $L$. Several other factors also affect the maximum throughput. For instance, the larger the switch size ($N$) or burstiness ($\beta$), the smaller the
maximum throughput ($\rho_{\text{max}}$) will be. However, the larger the group expansion ratio ($L$) or group size ($M$) is, the larger the maximum throughput will be.

Karol et al. [9] have shown that the maximum throughput of an input-buffered ATM switch is 58.6% for $M = 1$, $L = 1$, $N \rightarrow \infty$, with random traffic. Oie et al. [13] have obtained the maximum throughput of an input–output-buffered ATM switch for $M = 1$, an arbitrary group expansion ratio or speedup factor $L$, and an infinite $N$ with random traffic. Pattavina [14] has obtained, through computer simulations, the maximum throughput of an input–output-buffered ATM switch, using the channel grouping concept for an arbitrary group size $M$, $L = 1$, and an infinite $N$ with random traffic. Liew and Lu [12] have obtained the maximum throughput of an asymmetric input-output-buffered switch module for arbitrary $M$ and $L$, and $N \rightarrow \infty$ with bursty traffic.

Figure 7.7 shows that the maximum throughput is monotonically increasing with the group size. For $M = 1$, the switch becomes an input-buffered switch, and its maximum throughput $\rho_{\text{max}}$ is 0.586 for uniform random traffic.
Fig. 7.8 Maximum throughput vs. group expansion ratio with $M = 1$.

( $\beta = 1$), and 0.5 for completely bursty traffic ($\beta \to \infty$). For $M = N$, the switch becomes a completely shared-memory switch such as Hitachi’s switch [11]. Although it can achieve 100% throughput, it is impractical to implement a large-scale switch using such an architecture. Therefore, choosing $M$ between 1 and $N$ is a compromise between the throughput and the implementation complexity.

Figures 7.8 and 7.9 compare theoretical values and simulation values of the maximum throughput with different group expansion ratios $L$ for $M = 1$ and $M = 16$, respectively. The theoretical values can be obtained from Liew and Lu’s analysis [12].

A HOL virtual queue is defined as the queue that consists of cells at the HOL of input buffers destined for a tagged output group. For uniform random traffic, the average number of cells, $E[C]$, in the HOL virtual queue becomes

$$E[C] = \frac{\rho_o (2LM - \rho_o) - LM(LM - 1)}{2(LM - \rho_o)} + \sum_{k=1}^{LM-1} \frac{1}{1 - z_k}, \quad (7.1)$$
where \( z_0 = 1 \) and \( z_k \) \( \left( k = 1, \ldots, LM - 1 \right) \) are the roots of \( z^{LM}/A(z) = \left[ p + (1 - p)z \right]^{LM} \) and \( A(z) = e^{-\rho_o(1-z)} \). For completely bursty traffic, \( E[C] \) becomes

\[
E[C] = \frac{\sum_{k=0}^{LM-1} k(LM - k)c_k + \rho_o}{LM - \rho_o}
\]

(7.2)

where

\[
c_k = \begin{cases} 
\rho_o^k c_0/k! & \text{if } k < LM, \\
\rho_o^k c_0 / \left[ (LM)! (LM)^{k-LM} \right] & \text{if } k \geq LM,
\end{cases}
\]

\[
c_0 = \frac{LM - \rho_o}{\sum_{k=0}^{LM-1} (LM - k) \rho_o^k / k!}.
\]
The maximum throughput of the proposed ATM switch can be obtained by considering the total number of backlogged cells in all \( K \) HOL virtual queues to be \( N \). This means under a saturation condition, there is always a HOL cell at each input queue. Since it is assumed that cells are uniformly distributed over all output groups, we obtain

\[
E[C] = N/K = M. \tag{7.3}
\]

The maximum throughput can be obtained by equating (7.1) and (7.3) for random traffic, and equating (7.2) and (7.3) for bursty traffic. If \( \rho_*^o \) satisfies both equations, the maximum throughput at each input, \( \rho_*^o \), is related to \( \rho_*^v \) by \( \rho_{\text{max}} = \rho_*^o / M \).

For a given \( M \), the maximum throughput increases with \( L \) because there are more routing links available between input ports and output groups. However, since a larger \( L \) means higher hardware complexity, the value of \( L \) should be selected prudently so that both hardware complexity and the maximum throughput are acceptable. For instance, for a group size \( M \) of 16 (for input traffic with an average burst length of 15 cells), \( L \) has to be at least 1.25 to achieve a maximum throughput of 0.95. But for a group size \( M \) of 32 and the same input traffic characteristic, \( L \) need only be at least 1.125 to achieve the same throughput. Both analytical results and simulation results show that the effect of input traffic's burstiness on the maximum throughput is very small. For example, the maximum throughput for uniform random traffic with \( M = 16 \) and \( L = 1.25 \) is 97.35\%, and for completely bursty traffic is 96.03\%, only a 1.32\% difference. The discrepancy between theoretical and simulation results comes from the assumptions on the switch size \( N \) and \( \beta \).

In the theoretical analysis, it is assumed that \( N \rightarrow \infty \), \( \beta \rightarrow \infty \), but in the simulation it is assumed that \( N = 256 \), \( \beta = 15 \). As these two numbers increase, the discrepancy decreases.

### 7.4.2 Average Delay

A cell may experience two kinds of delay while traversing the abacus switch: input-buffer delay and output-buffer delay. In the theoretical analysis, the buffer size is assumed to be infinite. But in the simulations, it is assumed that the maximum possible sizes for the input buffers and output buffers that can be sustained in computer simulations are \( B_i = 1024 \) and \( B_o = 256 \), respectively. Here, \( B_i \) is the input buffer size and \( B_o \) is the normalized output buffer size [i.e., the size of a physical buffer (4096) divided by \( M \) (16)]. Although finite buffers may cause cell loss, it is small enough to be neglected when evaluating average delay.

Let us assume each input buffer receives a cell per time slot with a probability \( \lambda \), and transmits a cell with a probability \( \mu \). The probability \( \mu \) is equal to 1.0 if there is no HOL blocking. But, as the probability of HOL blocking increases, \( \mu \) will decrease. If \( \lambda > \mu \), then the input buffer will
rapidly saturate, and the delay at it will be infinite. The analytical results for uniform random traffic can be obtained from Chang et al.’s analysis [2]:

\[ E[T] = \frac{1 - \lambda}{\mu - \lambda}, \]  

(7.4)

where \( \lambda = \rho_i \), \( \mu = \rho_i / E[C] \), and \( E[C] \) is a function of \( M, L, \rho_i, \) and \( \beta \) as \( N \to \infty \), which can be obtained from (7.1) or (7.2).

Note that the input buffer’s average delay is very small when the input offered load is less than the maximum saturation throughput. This results from the small HOL blocking probability before the saturated throughput. It also shows that the effect of the burstiness of input traffic on the input buffer’s average delay is very small when the traffic load is below the maximum throughput.

Figure 7.10 compares the average delay at the input and output buffers. Note that the input buffer’s average delay is much smaller than the output buffer delay.
buffer's at traffic loads less than the saturated throughput. For example, for an input offered load $\rho_i$ of 0.8 and an average burst length $\beta$ of 15, the output buffer's average delay $T_o$ is 58.8 cell times, but the input buffer's average delay $T_i$ is only 0.1 cell time.

Figure 7.11 shows simulation results on the input buffer's average delay vs. the expanded throughput $\rho_j$ for both unicast and multicast traffic. It is assumed that the number of replicated cells is distributed geometrically with an average of $c$. The expanded throughput $\rho_j$ is measured at the inputs of the SSM and normalized to each output port. Note that multicast traffic has a lower delay than unicast traffic, because a multicast cell can be sent to multiple destinations in a time slot, while a unicast cell can be sent to only one destination in a time slot. For example, assume that an input port $i$ has 10 unicast cells and the other input port $j$ has a multicast cell with a fanout of 10. Input port $i$ will take at least 10 time slots to transmit the 10 unicast cells, while input port $j$ can possibly transmit the multicast cell in one time slot.

![Fig. 7.11 Average input buffer delay vs. expanded throughput for unicast and multicast traffic (simulation).](image)
7.4.3 Cell Loss Probability

As suggested in [15], there can be two buffer control schemes for an input–output-buffered switch: the queue loss (QL) scheme and the backpressure (BP) scheme. In the QL scheme, cell loss can occur at both input and output buffers. In the BP scheme, by means of backward throttling, the number of cells actually switched to each output group is limited not only to the group expansion ratio \( LM \), but also to the current storage capability in the corresponding output buffer. For example, if the free buffer space in the corresponding output buffer is less than \( LM \), only the number of cells corresponding to the free space are transmitted, and all other HOL cells destined for that output group remain at their input buffers. The abacus switch can easily implement the backpressure scheme by forcing the AB in Figure 7.2 to send the dummy cells with the highest priority level, which will automatically block the input cells from using those routing links. Further-

![Image](image_url)

Fig. 7.12 Input buffer overflow probability vs. input buffer size (simulation).
more, the number of blocked links can be dynamically changed based on the output buffer’s congestion situation.

Here, we only consider the QL scheme (cell loss at both input and output buffers). In the abacus switch, cell loss can occur at input and output buffers, but not in the MGN. Figure 7.12 shows input buffer overflow probabilities with different average burst lengths \( \beta \). For uniform random traffic, an input buffer with a capacity of a few cells is sufficient to maintain the buffer overflow probability less than \( 10^{-6} \). As the average burst length increases, so does the cell loss probability. For an average burst length \( \beta \) of 15, the required input buffer size can be a few tens of cells for the buffer overflow probability of \( 10^{-6} \). By extrapolating the simulation result, the input buffer size is found to be about 100 cells for \( 10^{-10} \) cell loss rate.

Figure 7.13 shows output buffer overflow probabilities with different average burst lengths. Here, \( B_o \) is the normalized buffer size for each output. It is shown that the required output buffer size is much larger than the input buffer size for the same cell loss probability.

\[
\begin{align*}
N &= 256 \\
M &= 16 \\
L &= 1.25 \\
B_i &= 1024 \\
\rho_i &= 0.9
\end{align*}
\]

Fig. 7.13  Output buffer overflow probability vs. output buffer size (simulation).
7.5 ATM ROUTING AND CONCENTRATION CHIP

An application-specific integrated circuit (ASIC) has been implemented based on the abacus switch architecture. Figure 7.14 shows the ARC chip’s block diagram. Each block’s function and design are explained briefly in the following sections. Details can be found in [3]. The ARC chip contains $32 \times 32$ SWEs, which are partitioned into eight SWE arrays, each with $32 \times 4$ SWEs. A set of input data signals, $w[0:31]$, comes from the IPCs. Another set of input data signals, $n[0:31]$, either comes from the output, $s[0:31]$, of the chips on the above row, or is tied to high for the chips on the first row in the multicast case. A set of the output signals, $s[0:31]$, either go to the north input of the chips one row below or go to the output buffer.

A signal $x_0$ is broadcast to all SWEs to initialize each SWE to across state, where the west input passes to the east and the north input passes to the south. A signal $x_1$ specifies the address bit(s) used for routing cells, while $x_2$ specifies the priority field. Other output signals $x$ propagate along with cells to the adjacent chips on the east or south side.

Signals $m[0:1]$ are used to configure the chip into four different group sizes as shown in Table 7.1: (1) eight groups, each with 4 output links, (2) four groups, each with 8 output links, (3) two groups, each with 16 output links, and (4) one group with 32 output links. A signal $m[2]$ is used to configure the

<table>
<thead>
<tr>
<th>$m[1]$</th>
<th>$m[0]$</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>8 groups with 4 links per group</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>4 groups with 8 links per group</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>2 groups with 16 links per group</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1 group with 32 links per group</td>
</tr>
</tbody>
</table>

chip to either unicast or multicast application. For the unicast case, \( m[2] \) is set to 0, while for the multicast case, \( m[2] \) is set to 1.

As shown in Figure 7.15, the SWEs are arranged in a crossbar structure, where signals only communicate between adjacent SWEs, easing the synchronization problem. ATM cells are propagated in the SWE array similarly to a wave propagating diagonally toward the bottom right corner. The signals \( x_1 \) and \( x_2 \) are applied from the top left of the SWE array, and each SWE distributes them to its east and south neighbors. This requires the same phase of the signal arriving at each SWE. \( x_1 \) and \( x_2 \) are passed to the neighbor SWEs east and south after one clock cycle delay, as are the data signals \( w \) and \( n \). A signal \( x_0 \) is broadcast to all SWEs (not shown in Figure 7.15) to precharge an internal node in the SWE in every cell cycle. The output signal \( x_{1e} \) is used to identify the address bit position of the cells in the first SWE array of the next adjacent chip.

The timing diagram of the SWE input signal and its two possible states are shown in Fig. 7.16. Two bit-aligned cells, one from the west and one from the north, are applied to the SWE along with the signals \( dx_1 \) and \( dx_2 \), which determine the address and priority fields of the input cells. The SWE has two states: cross and toggle. Initially, the SWE is initialized to a cross state by the signal \( dx_0 \), i.e., cells from the north side are routed to the south side, and cells from the west side are routed to the east side. When the address of the cell from the west \( (dw_w) \) is matched with the address of the cell from the north \( (dn_n) \), and when the west’s priority level \( (dw_p) \) is higher than the north’s \( (dn_p) \), the SWEs is toggled. The cell from the west side is then routed...
to the south side, and the cell from the north is routed to the east. Otherwise, the SWE remains at the cross state.

The 32 \times 32 ARC chip has been designed and fabricated using 0.8-\mu m CMOS technology with a die size of 6.6 mm \times 6.6 mm. Note that this chip is pad-limited. The chip has been tested successfully up to 240 MHz, and its characteristics are summarized in Table 7.2. Its photograph is shown in Figure 7.17.

**TABLE 7.2 Chip Summary**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process technology</td>
<td>0.8-\mu m CMOS, triple metal</td>
</tr>
<tr>
<td>Number of switching elements</td>
<td>32 \times 32</td>
</tr>
<tr>
<td>Configurable group size</td>
<td>4, 8, 16, or 32 output links</td>
</tr>
<tr>
<td>Pin count</td>
<td>145</td>
</tr>
<tr>
<td>Package</td>
<td>Ceramic PGA</td>
</tr>
<tr>
<td>Number of transistors</td>
<td>81,000</td>
</tr>
<tr>
<td>Die size</td>
<td>6.6 \times 6.6 mm^2</td>
</tr>
<tr>
<td>Clock signals</td>
<td>Pseudo ECL</td>
</tr>
<tr>
<td>Interface signals</td>
<td>TTL/CMOS inputs, CMOS outputs</td>
</tr>
<tr>
<td>Maximum clock speed</td>
<td>240 MHz</td>
</tr>
<tr>
<td>Worst case power dissipation</td>
<td>2.8 W at 240 MHz</td>
</tr>
</tbody>
</table>
This section discusses three approaches of implementing the MGN in Figure 7.1 to scale up the abacus switch to a large size. As described in Section 7.2, the time for routing cells through an RM and feeding back the lowest-priority information from the RM to all IPCs must be less than one cell slot time. The feedback information is used to determine whether or not the cell has been successfully routed to the destined output group(s). If not, the cell will continue retrying until it has reached all the desired output groups. Since each SWE in an RM introduces a 1-bit delay as the signal passes it in either direction, the number of SWEs between the uppermost link and the rightmost link of an RM should be less than the number of bits in a cell. In other words, $N + LM - 1 < 424$ (see Section 7.2). For example, if we choose $M = 16$, $L = 1.25$, the equation becomes $N + 1.25 \times 16 - 1 < 424$. The maximum value of $N$ is 405, which is not large enough for a large-capacity switch.
7.6.1 Memoryless Multistage Concentration Network

One way to scale up the abacus switch is to reduce the time spent on traversing cells from the uppermost link to the rightmost link in an RM (see Fig. 7.2). Let us call this time the routing delay. In a single-stage abacus switch, the routing delay is $N + LM - 1$, which limits the switch size, because it grows with $N$.

To reduce the routing delay, the number of SWEs that a cell traverses in an RM must be minimized. If we divide an MGN into many small MGNs, the routing delay can be reduced. Figure 7.18 shows a two-stage memoryless multistage concentration network (MMCN) architecture that can implement a large-capacity abacus switch. It consists of $N$ IPCs, $J (= n/M)$ MGNs, and $K (= N/M)$ concentration modules (CMs). Each MGN has $K$ RMs, and each RM has $n$ input links and $LM$ output links. Each CM has $J \times LM$ input links and $LM$ output links.

![Fig. 7.18 A two-stage memoryless multistage concentration network.](image-url)
After cells are routed through the RMs, they need to be further concentrated at the CMs. Since cells that are routed to the CM always have correct output group addresses, we do not need to perform a routing function in the CM. In the CM, only the concentration function is performed by using the priority field in the routing information. The structure and implementation of the RM and the CM are identical, but the functions performed are slightly different.

Recall that each group of \( M \) output ports requires \( LM \) routing links to achieve high delay-throughput performance. The output expansion ratio of the RM must be equal to or greater than that of the CM. If not, the multicast contention resolution algorithm does not work properly. For example, let us assume that \( N = 1024, M = 16, \) and \( n = 128 \). Consider the case that there are 16 links between an RM and a CM, while there are 20 links between a CM and an SSM. If all 128 cells of MGN 1 are destined for output group 1 and no cells from other MGNs are destined for output group 1, the feedback priority of CM 1 will be the priority of the address broadcaster, which has the lowest priority level. Then, all 128 cells destined for output group 1 are cleared from the IPCs of MGN 1, even though only 20 cells can be accepted in the SSM. The other 108 cells will be lost. Therefore, the output expansion ratio of the RM must be equal to or greater than that of the CM.

Let us define \( n \) as the module size. The number of input links of an RM is \( n \), and the number of input links of the CM is \( J \times LM \). By letting \( n = JM \), the number of input links of the CM is of the same order as the number of input links of the RM, because we can engineer \( M \) so that \( L \) is close to one.

In the MMCN, the feedback priorities (FPs) are extracted from the CMs and broadcast to all IPCs. To maintain the cell sequence integrity from the same connection, the cell behind the HOL cell at each IPC cannot be sent to the switch fabric until the HOL cell has been successfully transmitted to the desired output port(s). In other words, the routing delay must be less than one cell slot. This requirement limits the MMCN to a certain size.

Cells that have arrived at a CM much carry the address of the associated output group (either valid cells or dummy cells from the RM’s AB). As a result, there is no need of using the AB in the CM to generate dummy cells to carry the address of the output group. Rather, the inputs that are reserved for the AB are replaced by the routing links of MGN1. Thus, the routing delay of the two-stage MMCN is \( n + (J - 1)(LM) + LM - 1 \), as shown in Figure 7.19, which should be less than 424. Therefore, we have the following equation by replacing \( J \) with \( n/M \): \( n + (n/M - 1)(LM) + LM - 1 < 424 \). This can be simplified to \( n < 425/(1 + L) \). Thus, \( N = Jn = n^2/M < 425^3/(1 + L)^2 \). Table 7.3 shows the minimum value of \( L \) for a given \( M \) to get a maximum throughput of 99% with random uniform traffic.

Clearly, the smaller the group size \( M \), the larger the switch size \( N \). The largest abacus switch can be obtained by letting \( M = 1 \). But in this case the group expansion ratio \( L \) must be equal to or greater than 4 to have
TABLE 7.3 The Minimum Value of \( L \) For a Given \( M \)

<table>
<thead>
<tr>
<th>( M )</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>4</td>
<td>3</td>
<td>2.25</td>
<td>1.75</td>
<td>1.25</td>
<td>1.125</td>
</tr>
</tbody>
</table>

satisfactory delay-throughput performance. Increasing the group size \( M \) reduces the maximum switch size \( N \), but also reduces the number of feedback links \((N^2/M)\) and the number of SWEs \((L^2 + L^3Nn)\). Therefore, by engineering the group size properly, we can build a practical large-capacity abacus switch. For example, if we choose \( M = 16 \) and \( L = 1.25 \), then the maximum module size \( n \) is 188, and the maximum switch size \( N \) is 2209. With the advanced CMOS technology (e.g., 0.25 µm), it is feasible to operate at OC-12 rate (i.e., 622 Mbit/s). Thus, the MMCN is capable of providing more than 1 Tbit/s capacity.

7.6.2 Buffered Multistage Concentration Network

Figure 7.20 shows a two-stage buffered multistage concentration network (BMCN). As discussed in the previous section, the MMCN needs to have the feedback priority lines connected to all IPCs, which increases the interconnection complexity. This can be resolved by keeping RMs and CMs autonomous, where the FPs are extracted from the RMs rather than from the CMs. However, buffers are required in the CMs, since cells that successfully pass through the RMs and are cleared from input buffers may not pass through the CMs.

Figure 7.21 shows three ways of building the CM. Figure 7.21(a) uses a shared-memory structure similar to the MainStreet Xpress 36190 core services.
Fig. 7.20 A two-stage buffered multistage concentration network.

Fig. 7.21 Three ways of building the concentration module.
switch [16]) and the concentrator-based growable switch architecture [7]. Its size is limited by the memory speed constraint.

Figure 7.21(b) shows another way to implement the CM, by using a two-dimensional SWE array and input buffers. One potential problem of having buffers at the input links of the CM is cells out of sequence. This is because after cells that belong to the same virtual connection are routed through an RM, they may be queued at different input buffers. Since the queue lengths in the buffers can be different, cells that arrive at the buffer with shorter queue lengths will be served earlier by the CM, resulting in cells out of sequence.

This out-of-sequence problem can be eliminated by time-division multiplexing cells from an RM (M cells), storing them in an intermediate stage controller (ISC), and sending them sequentially to M one-cell buffers, as shown in Figure 7.21(c). The ISC has an internal FIFO buffer and logic circuits that handles feedback priorities as in the abacus switch. This achieves a global FIFO effect and thus maintains the cells’ sequence. Each ISC can receive up to M cells and transmit up to M cells during each cell time slot.

The key to maintaining cell sequence is to assign priority properly. At each ISC, cells are dispatched to the one-cell buffers whenever the one-cell buffers become empty and there are cells in the ISC. When a cell is dispatched to the one-cell buffer, the ISC assigns a priority value to the cell. The priority field is divided into two parts, port priority and sequence priority. The former is the more significant. The port priority field has \(\lceil \log_2 J \rceil\) bits for the J ISCs in a CM, where \(\lfloor x \rfloor\) denotes the smallest integer that is equal to or greater than \(x\). The sequence priority field must have at least \(\lceil \log_2 JM \rceil\) bits to ensure the cell sequence integrity to accommodate \(LM\) priority levels, as will be explained in an example later. The port priority is updated in every arbitration cycle (i.e., in each cell slot time) in a RR fashion. The sequence priority is increased by one whenever a cell is dispatched from the ISC to a one-cell buffer. When the port priority has the highest priority level, the sequence priority is reset to zero at the beginning of the next arbitration cycle (assuming the smaller the priority value, the higher the priority level). This is because all cells in the one-cell buffers will be cleared at the current cycle. Using this dispatch algorithm, cells in the ISC will be delivered to the output port in sequence. The reason that the sequency priority needs to have \(LM\) levels is to accommodate the maximum number of cells that can be transmitted from an ISC between two reset operations for the sequence priority.

Figure 7.22 shows an example of cell’s priority assignment scheme for \(J = 3\) and \(M = 4\). The port priority \(p\) and sequence priority \(q\) are represented by two numbers in \([p, q]\), where \(p = 0, 1, 2,\) and \(q = 0, 1, 2, \ldots, 11\). During each time slot, each ISC can receive up to four cells and transmit up to four cells. Let us consider the following case. ISC 1 receives four cells in every time slot, ISC 3 receives one cell in every time slot, and ISC 2 receives no cells.
Fig. 7.22 An example of priority assignment in the concentration module.

The port priority is changed in every time slot in a RR fashion. In time slot $T$, ISC 1 has the highest port priority level, and ISC 3 has the lowest port priority level. In time slot $T + 1$, ISC 2 has the highest port priority level, and ISC 1 has the lowest port priority level, and so on. ISC 3 has a higher port priority level than ISC 1 in time slots $T + 1$ and $T + 2$.

In time slot $T$, all four cells in the one-cell buffers of ISC 1 pass through the CM, because they have the highest priority levels. In time slot $T + 1$, ISC 3 transmits two cells ($a$ and $b$) and ISC 1 transmits two cells ($A$ and $B$). In time slot $T + 2$, ISC 3 transmits one cell ($c$), while ISC 1 transmits three cells ($C$, $D$, and $E$). In time slot $T + 3$, ISC 1 has the highest port priority (0) and is able to transmit its all cells ($F$, $G$, $H$, and $I$). Once they are cleared from the one-cell buffers, ISC 1 resets its sequence priority to zero.

### 7.6.3 Resequencing Cells

As discussed before, the routing delay in the abacus switch must be less than 424 bit times. If it is greater, there are two possibilities. First, if a cell is held up in the input buffer longer than a cell slot time, the throughput of the switch fabric will be degraded. Second, if a cell next to the HOL cell is sent to the MGN before knowing if the HOL cell is successfully transmitted to the desired output switch module(s), it may be ahead of a HOL cell that did not pass through the MGN. This cell-out-of-sequence problem can be resolved with a resequencing buffer (RSQB) at the output port of the MGN.

For a switch size $N$ of 1024, output group size $M$ of 16, and group expansion ratio $L$ of 1.25, the maximum routing delay of the single-stage abacus switch is 1043 (i.e., $N + LM - 1$ as described previously). Therefore, an arbitration cycle is at least three cell time slots. If up to three cells are allowed to transmit during each arbitration cycle, the IPC must have three one-cell buffers arranged in parallel.

Figure 7.23 illustrates an example of the maximum extent of being out of sequence. Assume cells $A$ to $J$ are stored in the same input buffer in
Fig. 7.23  An example of cell out of sequence with an arbitration cycle of 3 cell slots.

sequence. In time slot 1, cell $A$ is sent to the switch fabric. It takes three time slots to know if cell $A$ has passed through the switch fabric successfully. In time slot 2, cell $B$ is sent to the switch fabric, and in time slot 3, cell $C$ is sent to the switch fabric. Before the end of time slot 3, the IPC knows that cell $A$ has failed to pass the switch fabric, so cell $A$ will be transmitted again in time slot 4. If cell $A$ passes through the switch fabric successfully on the fourth try, up to six cells (cells $B$ to $G$) can be ahead of cell $A$. The cell arrival sequence in the RSQB is shown in Figure 7.23.

For this scheme to be practical, the maximum extent of being out of sequence and the size of the RSQB should be bounded. Let us consider the worst case. If all HOL cells of $N$ input ports are destined for the same output group and the tagged cell has the lowest port priority in time slot $T$, then $LM$ highest-priority cells will be routed in time slot $T$. In time slot $T + 1$, the priority level of the tagged cell will be incremented by one, so that there can be at most $N - LM - 1$ cells whose priority levels are higher than that of the tagged cell. In time slot $T + 2$, there can be at most $(N - 2LM - 1)$ cells whose priority levels are higher than that of the tagged cell, and so on.

The maximum extent of being out of sequence can be obtained from the following. An arbitration cycle is equal to or greater than $r = \ldots$
The drawbacks of this scheme are high implementation complexity of the RSQB and large cell transfer delay. Since a cell must wait in the RSQB until the actual time reaches the due time of the cell, every cell experiences at least a \( t \) cell-slot delay even if there is no contention. Table 7.4 shows the maximum extent of being out of sequence for switch sizes of 1024 and 8192. For switch size 1024, the maximum is 156 cell slots, which corresponds to 441 \( \mu \text{s} \) for the OC-3 line rate (i.e., \( 156 \times 2.83 \mu \text{s} \)).

### 7.6.4 Complexity Comparison

This subsection compares the complexity of the above three approaches for building a large-capacity abacus switch and summarizes the results in Table 7.5. Here, the switch element in the RMs and CMs is a \( 2 \times 2 \) crosspoint device. The number of interstage links is the number of links between the RMs and the CMs. The number of buffers is the number of ISCs. For the BMCN, the CMs have ISCs and one-cell buffers [Fig. 7.21(c)]. The second and third parts of Table 7.5 give some numerical values for a 160-Gbit/s abacus switch. Here, it is assumed that the switch size \( N \) is 1024, the input line speed is 155.52 Mbit/s, the group size \( M \) is 16, the group expansion ratio \( L \) is 1.25, and the module size \( n \) is 128.

With respect to the MMCN, there are no internal buffers and no out-of-sequence cells. Its routing delay is less than 424 bit times. But the numbers of SWEs and interstage links are the highest among the three approaches.

For the BMCN, the routing delay is no longer a concern for a large-capacity abacus switch. Its numbers of SWEs and interstage links are smaller than those of the MMCN. However, it may not be cost-effective when it is required to implement buffer management and cell scheduling in the intermediate-stage buffers to meet QoS requirements.

The last approach to resequencing out-of-sequence cells has no interstage links or internal buffers. It requires a resequencing buffer at each output.

### Table 7.4 The Maximum Extent of Being Out of Sequence (\( t \))

<table>
<thead>
<tr>
<th>( N )</th>
<th>( M )</th>
<th>( L )</th>
<th>( r )</th>
<th>( s )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1024</td>
<td>16</td>
<td>1.25</td>
<td>3</td>
<td>52</td>
<td>156</td>
</tr>
<tr>
<td>8192</td>
<td>16</td>
<td>1.25</td>
<td>20</td>
<td>410</td>
<td>8200</td>
</tr>
</tbody>
</table>
TABLE 7.5 Complexity Comparison of Three Approaches for a 160-Gbit/s Abacus Switch

<table>
<thead>
<tr>
<th></th>
<th>MMCN</th>
<th>BMCN</th>
<th>Resequencing</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of switch elements</td>
<td>$LN^2 + L^2Nn$</td>
<td>$N^2 + Nn$</td>
<td>$LN^2$</td>
</tr>
<tr>
<td>No. of interstage links</td>
<td>$JLN$</td>
<td>$JN$</td>
<td>0</td>
</tr>
<tr>
<td>No. of internal buffers</td>
<td>0</td>
<td>$JK$</td>
<td>0</td>
</tr>
<tr>
<td>No. of MP bits</td>
<td>$K$</td>
<td>$K$</td>
<td>$K$</td>
</tr>
<tr>
<td>Out-of-sequence delay</td>
<td>0</td>
<td>0</td>
<td>$\left\lceil \frac{N + LM - 1}{424} \right\rceil \times \left\lceil \frac{N}{LM} \right\rceil$</td>
</tr>
<tr>
<td>Routing delay in bits</td>
<td>$n + Ln - 1$</td>
<td>$n + LM - 1$</td>
<td>$N + LM - 1$</td>
</tr>
<tr>
<td>Switch size $N$</td>
<td>1024</td>
<td>1024</td>
<td>1024</td>
</tr>
<tr>
<td>Group size $M$</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Output exp. ratio $L$</td>
<td>1.25</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>Module size $n$</td>
<td>128</td>
<td>128</td>
<td>128</td>
</tr>
<tr>
<td>No. of switch elements</td>
<td>1,515,520</td>
<td>1,179,648</td>
<td>1,310,720</td>
</tr>
<tr>
<td>No. of interstage links</td>
<td>10,240</td>
<td>8,192</td>
<td>0</td>
</tr>
<tr>
<td>No. of internal buffers</td>
<td>0</td>
<td>512</td>
<td>0</td>
</tr>
<tr>
<td>No. of MP bits</td>
<td>64</td>
<td>64</td>
<td>64</td>
</tr>
<tr>
<td>Out-of-sequence delay</td>
<td>0</td>
<td>0</td>
<td>156</td>
</tr>
<tr>
<td>Routing delay in bits</td>
<td>287</td>
<td>147</td>
<td>1,043</td>
</tr>
</tbody>
</table>

port. For a switch capacity of 160 Gbit/s, the delay caused by resequencing cells is at least 156 cell slot times.

7.7 ABACUS SWITCH FOR PACKET SWITCHING

The abacus switch can also handle variable-length packets. To preserve the cell sequence in a packet, two cell scheduling schemes are used at the input buffers. The packet interleaving scheme transfers all cells in a packet consecutively, while the cell interleaving scheme transfers cells from different inputs and reassembles them at the output.

7.7.1 Packet Interleaving

A packet switch using the packet interleaving technique is shown in Figure 7.24. The switch consists of a memoryless nonblocking multicast grouping network (MGN), input port controllers (IPCs), and output port controllers (OPCs). Arriving cells are stored in an input buffer until the last cell of the packet arrives. When the last cell arrives, the packet is then eligible for transmission to output port(s).

In the packet interleaving scheme, all cells belonging to the same packet are transferred consecutively. That is, if the first cell in the packet wins the

---

1The cell discussed in this section is just a fixed-length segment of a packet and does not have to be 53 bytes like an ATM cell.
A packet switch with packet interleaving can be easily implemented by the abacus switch. Only the first cells of HOL packets can contend for output ports. The contention among the first cells of HOL packets can be resolved by properly assigning priority fields to them. The priority field of a cell has $1 + \log_2 N$ bits. Among them, the $\log_2 N$-bit field is used to achieve fair contention by dynamically changing its value as in the abacus switch. Prior to the contention resolution, the most significant bit (MSB) of the priority field is set to 1 (low priority). As soon as the first cell of an HOL packet wins the contention (known from the feedback priorities), the MSB of the priority field of all the following cells in the same packet is asserted to 0 (high priority). As soon as the last cell of the packet is successfully sent to the output, the MSB is set to 1 for the next packet. As a result, it is ensured that cells belonging to the same packet are transferred consecutively.

Figure 7.25 shows the average packet delay vs. offered load for a packet switch with packet interleaving. In the simulations, it is assumed that the traffic source is an on-off model. The packet size is assumed to have a truncated geometric distribution with an average packet size of 10 cells and maximum packet size of 32 cells (to accommodate the maximum Ethernet frame size). The packet delay through the switch is defined as follows. When the last cell of a packet arrives at an input buffer, the packet is timestamped...
with an arrival time. When the last cell of a packet leaves the output buffer, the packet is timestamped with a departure time. The difference between the arrival time and the departure time is defined as the packet delay. When there is no internal speedup ($S = 1$) in the switch fabric, the delay performance of the packet interleaving switch is very poor, mainly due to the HOL blocking. The delay–throughput performance is improved by increasing the speedup factor $S$ (e.g., $S = 2$). Note that the input buffer’s average delay is much smaller than the output buffer’s average delay. With an internal speedup of two, the output buffer’s average delay dominates the total average delay and is very close to that of the output-buffered switch.

### 7.7.2 Cell Interleaving

A packet switch using a cell interleaving technique is shown in Figure 7.26. Arriving cells are stored in the input buffer until the last cell of a packet arrives. Once the last cell arrives, cells are transferred in the same way as in an ATM switch. That is, cells from different input ports can be interleaved
with each other as they arrive at the output port. Cells have to carry input port numbers so that output ports can distinguish them from different packets. Therefore, each output port has $N$ reassembly buffers, each corresponding to an input port. When the last cell of a packet arrives at the reassembly buffer, all cells belonging to the packet are moved to the output buffer for transmission to the output link. In real implementation, only pointers are moved, not the cells. This architecture is similar the one in [17] in the sense that they both use reassembly buffers at the outputs, but it is more scalable than the one in [17].

The operation speed of the abacus switch fabric is limited to several hundred megabits per second with state-of-the-art CMOS technology. To accommodate the line rate of a few gigabits per second (e.g., Gigabit Ethernet and OC-48), we can either use a bit-slice technique or the one shown in Figure 7.26, where the high-speed cell stream is distributed to $m$ one-cell buffers at each input port. The way of dispatching cells from the IPC to the $m$ one-cell buffers is identical to dispatching cells from the ISC to the $M$ one-cell buffers in Figure 7.21(c). The advantage of the technique in Figure 7.26 over the bit-slice technique is its smaller overhead bandwidth: the latter shrinks the cell duration while keeping the same overhead for each cell.

Figure 7.27 shows the average packet delay vs. offered load for a packet switch with cell interleaving. When there is no internal speedup ($S = 1$), the delay performance is poor. With an internal speedup $S$ of two, the delay
performance is close to that of an output-buffered packet switch. By comparing the delay performance between Figure 7.25 and Figure 7.27, we can see that the average delay performance is comparable. However, we believe that the delay variation of cell interleaving will be smaller than that of packet interleaving because of its finer granularity in switching.
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CHAPTER 8

CROSSPOINT-BUFFERED SWITCHES

When more than one cell is contending for the limited link capacity inside a switch or at its outputs, buffers are provided to temporarily store the cells. Since the size of a buffer is finite, cells will be discarded when it is full. However, in previous chapters we have described several switch architectures with input buffering, output buffering (including shared memory), input and output buffering, and internal buffering in a multistage structure.

This chapter describes crosspoint-buffered switches, where each crosspoint has a buffer. This switch architecture takes advantage of today’s CMOS technology, where several millions of gates and several tens of millions of bits can be implemented on the same chip. Furthermore, there can be several hundred input and output signals operating at 2–3 Gbit/s on one chip. This switch architecture does not require any increase of the internal line speed. It eliminates the HOL blocking that occurs in the input-buffered switch, at the cost of having a large amount of crosspoint-buffer memory at each crosspoint.

The remainder of this chapter is organized as follows. Section 8.1 describes a basic crosspoint-buffered switch architecture. The arbitration time among crosspoint buffers can become a bottleneck as we increase the switch size. Section 8.2 introduces a scalable distributed-arbitration (SDA) switch to avoid the bottleneck of the arbitration time. Section 8.3 describes an extended version of SDA to support multiple QoS classes.
8.1 OVERVIEW OF CROSSPOINT-BUFFERED SWITCHES

A basic crosspoint-buffered switch architecture is shown in Figure 8.1. Each crosspoint has a buffer to store cells that come from the associated input port and are destined for the associated output port.

Contention control is needed to resolve contention among crosspoint buffers that belong to the same output port. One candidate for the contention control is to use round-robin (RR) arbitration. This is because the RR arbitration provides fairness and its implementation is very simple.

The RR arbiter searches, from some starting point, for a crosspoint buffer that has made a request to transfer a cell to the output line. The starting point is just below the crosspoint buffer from which a cell was sent to the output line at the previous cell time. If the RR arbiter finds the request, the cell at the head in the crosspoint buffer is selected to release its cell. At the next cell time, the starting point is reset to just below the selected crosspoint buffer. Thus, in the worst case, the control signal for ring arbitration must pass through all the crosspoint buffers belonging to the same output line within one cell time.

For that reason, in the buffered crossbar that employs RR arbitration for the contention control, the maximum output-line speed is limited by the number of input ports, or switch size, and the transmission delay of the control signals in each crosspoint.

The maximum output-line speed $C_{\text{max}}$ (bits/s) is given by the following equation:

$$C_{\text{max}} = \frac{L}{NT_s},$$  \hspace{1cm} (8.1)

where the number of input ports (in other word, the switch size) is $N$, the transmission delay of the control signals in a crosspoint is $T_s$ (s), and the
length of a cell is \( L \) (bits). \( T_s \) depends on the performance of devices and the length between crosspoints. When we construct a large-scale switch, its crossbar function cannot be implemented on one chip, due to constraints from memory and gate amounts and the number of I/O pins. Therefore, we need to connect several chips to construct a large-scale switch.

As \( N \) increases, \( C_{\text{max}} \) decreases. For example, at \( T_s = 3.0 \) ns and \( N = 16 \), \( C_{\text{max}} \) is 8.8 Gbit/s, when we set \( L \) to \( 53 \times 8 \) bits. Thus, since the crosspoint-buffered switch employs RR arbitration, the arbitration time limits the output-line speed according to the number of input ports to ensure that the RR arbitration can be completed within one cell time. As a result, unless \( T_s \) is made small by using ultrahigh-speed devices, the RR based switch cannot achieve large throughput.

### 8.2 SCALABLE DISTRIBUTED-ARBITRATION SWITCH

This section describes a scalable distributed-arbitration (SDA) switch, to solve the problem of the RR based switch as described Section 8.1. The SDA switch was developed by Nippon Telegraph and Telephone Corporation (NTT) [2].

#### 8.2.1 SDA Structure

Figure 8.2 shows the structure of the SDA switch. The SDA switch has a crosspoint buffer, a transit buffer, an arbitration-control part (CNTL), and a selector at every crosspoint.

A crosspoint buffer sends a request (REQ) to CNTL if there is at least one cell stored in the crosspoint buffer. A transit buffer stores several cells that are sent from either the upper crosspoint buffer or the upper transit buffer. The transit buffer size is one or a few cells, so that both overflow and underflow can be avoided. The required transit buffer size is determined by the round-trip delay of control signals between two adjacent crosspoints. The transit buffer sends REQ to CNTL, as does the crosspoint buffer, if there is at least one cell stored in the transit buffer. If the transit buffer is full, it sends not-acknowledgment (NACK) to the upper CNTL.

If there are any REQs and CNTL does not receive NACK from the next lower transit buffer, CNTL selects a cell within one cell time. CNTL determines which cell should be sent according to the following cell selection rule. The selected cell is sent through a selector to the next lower transit buffer or the output line.

The rule selects a cell as follows. If either the crosspoint buffer or the transit buffer requests cell release, the cell in the requesting buffer is selected. If both the crosspoint buffer and the transit buffer request cell release, the cell with the larger delay time is selected. The delay time is defined as the time since the cell entered the crosspoint buffer.
One way of comparing the delay time of competitive cells is to use asynchronous counter, which needs $S$ bits, and also the same overhead bit in each cell. The synchronous counter is incremented by one in each cell time. All the synchronous counter's values are synchronized. When a cell enters a crosspoint buffer, the value of the synchronous counter is written in the overhead of the cell. When both a crosspoint buffer and a transit buffer issue requests for cell release, the values of both counters are compared. If the difference in values is more than $2^{s-1}$, the cell with smaller value is selected. To the contrary, if the difference is equal to or less than $2^{s-1}$, the cell with larger value is selected. Under the condition that the maximum delay time is less than $2^{s-1}$, this delay-time comparison works. As will be explained in the next section, $S = 8$ is sufficiently large in the SDA switch.

When the delay time of the cell in the crosspoint buffer equals that in the transit buffer, CNTL determines which cell should be sent using the second cell selection rule. Let us consider the $k$th crosspoint and transit buffers
counting from the top. The second rule is that the \( k \)th crosspoint buffer is selected with probability \( 1/k \), while the \( k \)th transit buffer is selected with probability of \( (k - 1)/k \). For example, the third crosspoint buffer and the transit buffer are selected with probabilities \( 1/3 \) and \( 2/3 \), respectively.

Thus the SDA switch achieves distributed arbitration at each crosspoint. The longest control signal transmission distance for arbitration within one cell time is obviously the distance between two adjacent crosspoints. In the conventional switch, the control signal for ring arbitration must pass through all crosspoint buffers, belonging to the same output line. For that reason, the arbitration time of the SDA switch does not depend on the number of input ports.

### 8.2.2 Performance of SDA Switch

SDA switch performance was evaluated in terms of delay time and crosspoint buffer size by computer simulation. It is assumed that, in an \( N \times N \) crosspoint-buffered switch, the input traffic is random, the input load is 0.95, and cells are distributed uniformly to all crosspoint buffers belonging to the same input line.

The SDA switch ensures delay time fairness. Figure 8.3 shows the probability of the delay time being larger than \( d \) at \( N = 8 \). The probability is shown for each crosspoint buffer entered by cells. The delay time is defined as the time from the cell’s entering the crosspoint buffer until it reaches the

![Fig. 8.3 Delay performance of SDA switch. (©1997 IEEE.)](image)
output line. In the SDA switch, when $d$ is more than about 10 cell times, all delay times have basically the same probability and delay time fairness is achieved. (Since it takes at least $N = 8$ cell times for the cell in the top crosspoint buffer to enter the output line, fairness is not maintained at smaller values.)

In addition, when $d$ is larger than a certain time, the probability of the SDA switch delay time being larger than $d$ is smaller than that of the RR switch, as shown in Figure 8.3. This is because, in the SDA switch, the cell with the largest delay time is selected.

This effect becomes clearer as $N$ increases. Figure 8.4 shows that the maximum delay time ($10^{-4}$ quantile) of the SDA does not change very much when $N$ increases, while that of the RR switch increases rapidly. Furthermore, maximum SDA delay is smaller than $2^7$ (= 128) cell times even at large $N$. This means that synchronous counter size is just $S = 8$, as mentioned before.

The required crosspoint buffer size of the SDA switch is smaller than that of the switch, as shown in Figure 8.5. The required buffer sizes were estimated so as to guarantee the cell loss ratio of $10^{-9}$. In the SDA switch, since the required buffer sizes differ for the crosspoint buffers, Figure 8.5 shows the smallest (top crosspoint buffer) and the largest (bottom crosspoint buffer) sizes. The sizes of the intermediate crosspoint buffers lie between these two values. Because the SDA switch has shorter delay time as explained before, the queue length of the crosspoint buffer is also reduced. This is why the crosspoint buffer size of the SDA switch is less than that of the RR switch.

The switch throughput of the SDA switch increases as the switch size $N$ increases, as shown in Figure 8.6. Since the arbitration time does not limit
the output-line speed, the SDA switch can be expanded to achieve high switch throughput even if \( N \) is large. The switch throughput is calculated as \( C_{\text{max}} N \), where \( C_{\text{max}} \) is the maximum output line speed.

On the other hand, the switch throughput of the RR-based switch does not increase when \( N \) becomes large. Instead it depends on the transmission delay of the control signal in a crosspoint. The RR arbitration time limits the output line speed. The RR-based switch is not expandable, because of the limitation of the RR arbitration time.
8.3 MULTIPLE-QOS SDA SWITCH

Section 8.2 describes an SDA switch, that can support a single QoS class. This section describes a multiple-QoS SDA (MSDA), to support multiple QoS classes by extending the concept of the SDA switch. The MSDA switch was presented in [4,5]. We call the single-QoS SDA switch described in Section 8.2 SSDA in order to differentiate it from MSDA.

To support multiple QoS classes, a priority queuing control at each crosspoint buffer is needed. One priority queuing approach is strict priority control. Consider two priority buffers. Under the strict priority system, cells waiting in the low-priority buffer (delay-tolerant) are served only if there are no cells awaiting transmission in the high-priority (delay-sensitive) buffer. Therefore, in the strict priority discipline, the low-priority traffic effectively uses the residual bandwidth.

However, a problem occurs when we use a SSDA mechanism in a strict priority system that supports multiple QoS classes. The delay time of cells in the low-priority buffer will be very large, and the maximum delay time cannot be designed. Therefore, we cannot use the delay-time-based cell selection mechanism, as is used in the SSDA switch, for the low-priority class, due to the limitation on the number of bits for the delay measure in the cell header.

The MSDA switch was developed to support high- and low-priority classes. In order to solve the problem of a cell selection mechanism for the low-priority class, NTT introduced a distributed RR-based cell selection mechanism at each crosspoint for the low-priority class, which avoids using a synchronous counter such as is used for the high-priority class [4,5]. The low-priority transit buffer at each crosspoint has virtual queues in accordance with the upper input ports. Cells for the low-priority class are selected by distributed ring arbitration among the low-priority crosspoint buffer and the virtual queues at the low-priority transit buffer. For the high-priority class, the same delay-time-based cell selection mechanism is used as in the SSDA switch. As a result, the proposed MSDA switch ensures fairness in terms of delay time for the high-priority class, while it ensures fairness in terms of throughput for the low-priority class.

8.3.1 MSDA Structure

This subsection describes the structure of the MSDA switch. Although we describe two priority classes in this paper for simplicity, we can easily extend the number of priority classes to more than two.

The low-priority class tolerates delay, while the high-priority class requires a small delay time. In addition, the low-priority class is supposed to be a best-effort service class such as the unspecified bit rate (UBR) class. It requires fairness in terms of throughput rather than in terms of delay time, in order to effectively use the residual bandwidth that is not used by the high-priority traffic. Therefore, it needs a cell selection mechanism that
preserves fairness in terms of delay time for the high-priority buffer and in terms of throughput for the low-priority class.

In order to avoid the delay-time-based cell selection mechanism for the low-priority class, a distributed RR-based cell selection mechanism at each crosspoint for the low-priority class is used.

Figure 8.7 shows the structure of the MSDA switch at the $k$th crosspoint. The MSDA switch has a crosspoint buffer and a transit buffer, each consisting of a high-priority buffer and a low-priority buffer, an arbitration-control part (CNTL), and a selector at every crosspoint.

A cell that passes an address filter (AF) enters into either the high- or the low-priority crosspoint buffer according to its priority class. At that time, at the high-priority crosspoint buffer, the value of a synchronous counter is written into the cell overhead, as in the SSDA switch. On the other hand, at the low-priority buffer, an input port identifier (ID) is written. For example, at the $k$th crosspoint, the value of the input port ID is $k$. This is used to distinguish which input port a cell comes from. The high- and low-priority crosspoint buffers send REQ to CNTL if there is at least one cell stored in each buffer.

A cell that is transmitted from the upper crosspoint enters either the high-priority transit buffer or the low-priority crosspoint buffer according to the priority class. The low-priority transit buffer has $k - 1$ virtual queues, which are numbered 1, 2, $\ldots$, $k - 1$. A low-priority cell that has input port ID $i$ ($1 \leq i \leq k - 1$) enters virtual queue $i$. The high-priority transit buffer and the low-priority transit virtual queues send REQ to CNTL if there is at
least one cell stored in each buffer or virtual queue. If the high- or low-priority transit buffers are about to become full, they send not-acknowledgments NACK-H and NACK-L, respectively, to the upper CNTL.

The cell selection algorithm in the MSDA switch is as follows. If CNTL receives NACK-dH from the lower high-priority transit buffer, neither a high-priority cell nor a low-priority cell is transmitted. This is because, when the lower high-priority transit buffer is about to become full, there is no chance for the low-priority cell in the lower transit buffer to be transmitted. Low-priority cells cannot be transmitted when there is at least one high-priority REQ from the crosspoint buffer and the transit buffer. When both the high-priority crosspoint buffer and the high-priority transit buffer send REQs to CNTL, the high-priority cell selection rule used is the cell selection rule used in the SSDA switch.

Low-priority cells can be transmitted only when there are no REQs from either the high-priority crosspoint buffer or the high-priority transit buffer. If this condition is satisfied and CNTL does not receive either NACK-H or NACK-L from the lower transit buffer, then the low-priority selection rule is used. The low-priority crosspoint buffer and virtual queues in the low-priority transit buffer send REQs to CNTL as shown in Figure 8.8. Ring arbitration is executed at each crosspoint in a distributed manner. CNTL selects a cell and transmits it to the lower transit buffer.

Thus the MSDA switch achieves distributed arbitration at each crosspoint. It uses the delay-time-based cell selection rule for the high-priority buffer and the distributed RR-based cell selection rule for the low-priority class.

8.3.2 Performance of MSDA Switch

The performance of the MSDA switch is described. It is assumed that, in an $N \times N$ crosspoint-buffered switch, input traffic for both the high- and low-priority classes is random, and cells are distributed uniformly to all crosspoint buffers belonging to the same input line.
Since the high-priority is not influenced by, but does influence the low-priority class, the results of the high-priority class are the same as those of the SSDA switch. Therefore, only the performance for the low-priority buffer is presented here.

Tables 8.1 and 8.2 show that the MSDA switch keeps the fairness in terms of the throughput for the low-priority class. We present results for two traffic conditions, case 1 and case 2. The switch size was set to \( N = 8 \).

In case 1, the high-priority load of the fourth input port is 0.18 and that of other input ports is 0.06. The low-priority load of the third input port is 0.15 and that of other input ports is 0.05, as shown in Table 8.1. The total input load is 1.1 (0.6 + 0.5), which is overloaded. The output load, which we call the throughput, for the high-priority class is the same as the high-priority input load for each input port. The low-priority throughput of all input ports is equally divided into 0.05 to utilize the residual bandwidth. Thus, the residual bandwidth is fairly shared with all the low-priority input traffic, although its requests for bandwidth are different.
In case 2, the low-priority load of the third input port is 0.4 and that of other input ports is 0.03, as shown in Table 8.2. The high-priority input load is the same as in case 1. The total input load is 1.2 (0.6 + 0.6), which is also overloaded. The low-priority throughput for input ports except for the third input port is 0.03, which is the same as the input load, and the low-priority throughput for the third input port is 0.19, which is larger than 0.03. The low-priority throughput is first equally divided into 0.03, which satisfies the input ports except for the third. Since some bandwidth remains, the residual bandwidth is given to the third input port. Therefore, the low-priority throughput of the third input port is 0.19. This means that the MSDA switch achieves max–min fair share for the low-priority class.

REFERENCES

CHAPTER 9

THE TANDEM-CROSSPOINT SWITCH

The HOL blocking problem in input-buffered switches can be eliminated by using the parallel-switch technique, where one switch fabric consists of multiple switch planes. The switch fabric operates at the line rate, and thus the arbitration timing is relaxed compared with the internal speedup switch architecture.

However, the parallel-switch architecture suffers from a cell-out-of-sequence problem at output ports. A resequencing circuit needs to be implemented at the output ports to ensure that cells are delivered in order. For example, timestamps can be carried in the cell headers and stored at output buffers.

A tandem-crosspoint (TDXP) switch [11, 12] developed by NTT has logically multiple crossbar switch planes. These switch planes are connected in tandem at every crosspoint. The TDXP switch achieves a high throughput without increasing the internal speed of switch fabric. It also preserves the cell-sequence order.

The remainder of this chapter is as follows. Section 9.1 briefly reviews basic input and output buffered switch architectures. Section 9.2 presents the TDXP switch architecture. Section 9.3 shows its performance. Throughout this chapter, we assume that the switch size is $N \times N$ ($N$ input ports and $N$ output ports). Input and output have the same line speed.

9.1 OVERVIEW OF INPUT–OUTPUT-BUFFERED SWITCHES

A switch with a crossbar structure can be easily scaled because of its modularity.
One can build a larger switch simply adding more crosspoint switch devices. In addition, the cell transmission delay in the switch is smaller than in Banyan-type switches. This is because it has the smallest number of connecting points between any input-output pair.

Variants of crossbar-type switches include the input-buffered switch and the output-buffered switch. The advantage of the former is that the operation
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**Fig. 9.1** Basic input-output-buffered switches.
speed of the switch fabric is the same as the input line rate. However, it suffers from the HOL blocking problem. The performance of the input-buffered switch was analyzed by Karol et al. [5]. They showed that, when the switch size $N$ is infinite, the maximum throughput of the switch is 0.586, assuming that the internal speed of the switch is equal to that of input/output lines. The limitation of the maximum throughput is due to HOL blocking in the input buffers.

Several problems have to be addressed in order to improve the limited throughput of the input buffering switch [10]. One possible solution to HOL blocking is to increase the internal line speed of the switch as shown in Figure 9.1(a). Oie et al. analyzed the performance of the internal speedup switch with input and output buffers when the speedup factor is $L$ ($1 \leq L \leq N$) [9]. Yamanaka et al. developed a high-speed switching system that has 160-Gbit/s throughput; the internal line speed was twice that of the input/output lines [14, 4, 6]. In the switch reported, the input/output speed is 10 Gbit/s, so the internal line speed is 20 Gbit/s. To realize these speeds, the switch adopted ultrahigh-speed Si bipolar devices and special high-density multichip module (MCM) techniques [6, 14]. However, for much larger throughputs this internal speedup crossbar switch architecture is not so cost-effective, given the limitation of current hardware technologies.

Another possible approach to improve the performance of crossbar-type switches is to employ a parallel switch architecture as shown in Figure 9.1(b) [13, 8]. The parallel switch consists of $K$ identical switch planes. Each switch plane has its own input buffer and shares output buffers with other planes. The parallel switch with $K = 2$ achieves the maximum throughput of 1.0. This is because the maximum throughput of each switch plane is more than 0.586 for arbitrary switch size $N$. Using this concept, Balboni et al. developed an industrial 160-Gbit/s cross-connect system [1, 7]. At the input buffers, however, timestamp values must be placed in each cell header. At the output ports, cells are buffered by implementing a maximum-delay equalization mechanism in order to rebuild the cell sequences, which, due to the internal routing algorithm, can not be guaranteed [3]. Thus, this type of parallel switch requires timestamps and also requires cell sequence regeneration at the output buffers. In addition, the hardware resources needed to implement the switch are double those of a single-plane switch. Considering the implementation for much larger switches, rebuilding of the cell sequences at high-speed also makes cost-effective implementation unlikely.

9.2 TDXP STRUCTURE

9.2.1 Basic Architecture

Figure 9.2 shows the structure of the TDXP switch. It has, logically, multiple crossbar switch planes. The number of crossbar switch planes is $K$ in general. The case with $K = 3$ is shown in Figure 9.2. The larger $K$ is, the better the
switch performance, is but at the expense of implementation cost. These switch planes are connected in tandem at every crosspoint. That is why this switch is called a TDXP switch. The internal speed in each plane is the same as the input/output line speed. In other words, each switch plane can transmit only one cell to each output port within one cell time slot. If more than one cell goes to the same output port on the same switch plane, unsuccessful cells that are not transmitted to the output port are stored in the TDXP. However, the TDXP switch that has multiple switch planes can transmit up to $K$ cells to each output port within one time slot.

### 9.2.2 Unicasting Operation

The cell transmission algorithm in the TDXP switch for unicasting is first explained.

**Step 1** A cell at the head of the input buffer sends a request signal (REQ) to the destination TDXP according to the routing bits written in the cell header. Then go to Step 2.
**Step 2** The TDXP that receives an REQ sends a not-acknowledge signal (NACK) back to the input buffer if the TDXP is already handling or buffering a cell that cannot be transmitted to the output line because of contention on the output line, as shown in Figure 9.3(a). Then go to Step 3.

**Step 3** The cell at the head of the input buffer that sent the REQ is sent to the destination crosspoint on the first switch plane if NACK is not received within a certain time, as shown in Figure 9.3(b). Then go to Step 4, setting $k = 1$. Otherwise, the cell is not sent to the crosspoint; at the next cell time, go to Step 1.

**Step 4** The $k$th crosspoint sends a request signal to an arbitration controller asking for transmission to the destination output buffer. (We refer to the crosspoint on the $k$th plane as the $k$th crosspoint.) The arbitration control on the $k$th plane is executed independently of that of the other planes. Ring arbitration is one possible approach. If the request is accepted by the arbitration controller, the cell is transmitted to the output buffer. Then, go to Step 5. Otherwise, the cell is moved to
the $k + 1$ th crosspoint if $k$ is not equal to $K$, and $k$ is set to $k + 1$. If $k$ is equal to $K$, the cell is moved to the first crosspoint and $k$ is set to 1.

Then, go back to the beginning of Step 4 after one cell time slot.

**Step 5** The cell transmitted from the TDXP is stored in the output buffer.

The output buffer can receive more than one cell within one cell time.

It is noted that each TDXP needs only one cell buffer for arbitrary $K$. This is because, when one cell is stored in a TDXP, the following cell does not go to the same TDXP, due to the back-pressure mechanism.

To clarify the cell transmission mechanism, let us consider that $K + 1$ cells request to be transmitted to the same output port on the first switch plane. First, on the first switch plane, only one cell is transmitted to the output port, and the other $K$ cells go to the second switch plane. At the next cell time slot, only one cell is transmitted to the output port on the second switch plane, and $K - 1$ cells go to the third switch plane. In the same way, on the $K$ th switch plane, one cell of the remaining two is transmitted to the output port. The unsuccessful cell that cannot be transmitted to the output port goes back to the first switch plane and tries again to be transmitted to the output port, competing with other cells that request to be transmitted on the first switch plane.

Figure 9.4 shows the behavior of the cell transmission mechanism with $K = 3$, when four cells request to be transmitted to the same output port on the first switch plane at $t = 0$. In Figure 9.4, the states of only one output port are depicted. At $t = 0$, the cell at the second input port is transmitted on the first switch plane. Then, the cell at the third input port is transmitted on the second switch plane at $t = 1$, the cell at the first input port is transmitted on the third switch plane at $t = 2$, and the cell at the fifth input port is transmitted on the first plane at $t = 3$.

These procedures are executed in a pipelined manner at every cell time. Therefore, more than one cell can be transmitted to the same output buffer within one cell time slot, even though the internal line speed of each switch plane equals the input/output line speed. When $K = 3$, three cells that come from different input lines can, as the maximum case, be transmitted to the output buffer at the same time slot at $t = 2$, as shown in Figure 9.4. Thus, the TDXP switch achieves a similar result to the internal speedup switch in eliminating HOL blocking. However, the effect on HOL blocking in the TDXP switch is not exactly same as that of the internal speedup switch. This is because the TDXP switch has one cell buffer at each TDXP and employs a backpressure mechanism in the input buffers, while the internal speedup switch does not have any crosspoint buffers. A detailed discussion is given in Section 9.3, considering the effect of such a backpressure mechanism.

In addition, while a TDXP is handling a cell, the input buffer does not send the head-of-line cell to the same TDXP. The same TDXP never transmits more than one cell within the same cell time slot. Therefore, cell
sequences are completely guaranteed, and there is no need to rebuild them at the output buffers.

Another advantage of the TDXP switch is that, although it has logically multiple crossbar switch planes, the hardware resources required are much less than for the parallel switch. This is because the parallel switch cannot share the hardware resources, while the TDXP switch can share input buffers, internal input lines, and so on. This is a significant implementation benefit.
9.2.3 Multicasting Operation

Next, we explain the multicasting mechanism in the TDXP switch. Unicast is a subset of multicast. For multicasting, Steps 1 and 3 are modified a little. The remaining procedures, Steps 2, 4, and 5, are the same as above. The modified procedures, Steps 1' and 3', for multicast are as follows.

Step 1' A cell at the head of the input buffer sends request signals (REQ) to all the destination tandem crosspoints according to the routing bits written in the cell header. The routing bits for multicasting are, for example, written using a bit-map scheme. Then go to Step 2.

Step 3' The cell at the head of the input buffer that sent REQ before is sent to all the destination crosspoints on the first switch plane, if no NACK is received from any of the crosspoints polled to the input buffer within a certain time. Then go to Step 4. If even one NACK is received by the input buffer within a certain time, the cell is not sent to any of the destination crosspoints; after the next cell time, go to Step 1'.

9.3 PERFORMANCE OF TDXP SWITCH

The performance of the TDXP switch was evaluated by event-driven computer simulation. The simulation programs were written using the C language. The performance parameters of interest were the maximum throughput, the delay time, and the buffer size required to guarantee a specified cell loss ratio. The maximum throughput is defined as the ratio of the total number of cells transmitted to output ports to the total number of offered input cells. In the estimation of the maximum throughput, all offered input loads are set at 1.0.

Assume that cell arrival at \( N \) input ports follows a Bernoulli process. When the input traffic load is \( \rho \), an incoming cell arrives with probability \( \rho \) in a cell time, and there is no arrival with probability \( 1 - \rho \). The incoming cells are distributed uniformly to all output ports. The input traffic is assumed to be homogeneous, and it is distributed uniformly to all input ports. Bernoulli traffic is considered. In addition, a simple arbitration mechanism for cell output in the switch (round-robin arbitration) is established between the crosspoints belonging to the same output port.

First we present the performance of the TDXP switch for unicasting traffic. Table 9.1 shows how many tandem switch planes \( K \) are needed to obtain the maximum throughput in the TDXP switch architecture. To evaluate the maximum throughput, it is assumed that the sizes of the input and output buffers are infinite. We can see that the maximum throughput is almost saturated with \( K = 2 \).

We thus conclude that \( K = 2 \) is large enough to obtain the maximum throughput. Therefore, in the following performance evaluation of the TDXP
TABLE 9.1 Maximum Throughput Determined by the Number $K$
of Tandem Switch Planes

<table>
<thead>
<tr>
<th>$K$</th>
<th>$N = 8$</th>
<th>$N = 16$</th>
<th>$N = 32$</th>
<th>$N = 64$</th>
<th>$N = 128$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.618</td>
<td>0.599</td>
<td>0.598</td>
<td>0.588</td>
<td>0.588</td>
</tr>
<tr>
<td>2</td>
<td>0.922</td>
<td>0.948</td>
<td>0.970</td>
<td>0.983</td>
<td>0.990</td>
</tr>
<tr>
<td>3</td>
<td>0.939</td>
<td>0.962</td>
<td>0.979</td>
<td>0.989</td>
<td>0.994</td>
</tr>
<tr>
<td>4</td>
<td>0.942</td>
<td>0.965</td>
<td>0.981</td>
<td>0.990</td>
<td>0.995</td>
</tr>
</tbody>
</table>

*N = switch size.

The maximum throughput of the TDXP switch increases with switch size $N$, and is higher than that of the double-speedup switch. Figure 9.5 compares the maximum throughput with those of the internal double-speedup switch ($L = 2$) and the input buffering switch. The maximum throughput of the TDXP switch decreases with small $N$, say $N \leq 8$, and increases with larger $N$. The reason is as follows. The probability $P_{\text{suc}}$ that two successive cells at

![Figure 9.5](image.png)
the same input buffer are destined to the same output port is $1/N$. When $N$ is small, $P_{\text{sus}}$ is large. As a result, the later cell in the input buffer is likely to be blocked (NACK is received) because the first cell is still being handled in the tandem crosspoint. On the other hand, if $N$ is large, $P_{\text{sus}}$ is small, i.e., the blocking probability is small. The maximum throughput approaches 1.0 with $N \to \infty$, because of $P_{\text{sus}} \to 0$. In the double-speedup switch, the maximum throughput decreases to a certain value with increasing $N$, as is true for the input buffering switch. Thus, the maximum throughput of the TDXP switch is higher than that of the double-speedup switch when $N$ is large.

The cell transmission delay of the TDXP switch is compared with that of the double-speedup switch with $N = 32$. The maximum delay, defined as the 99.9% value, and the average delay are shown in Figure 9.6. The maximum and average delay of the TDXP switch are almost the same as those of the double-speedup switch with small $\rho$ ($\leq 0.85$). However, when the offered load $\rho$ is larger than 0.85, the maximum and average delay values of the double-speedup switch increase strongly, because the limitation of the maximum throughput is smaller than that of the TDXP switch. In the TDXP switch, although the internal speed is the same as that of the input and output lines and a cell is buffered in a tandem crosspoint before it is

![Fig. 9.6 Delay performance.](image)
transmitted to the output ports, the delay performance is better than that of the double-speedup switch. This is simply because the TDXP switch has the higher maximum throughput.

The switch size dependence of the cell transmission delay is shown in Figure 9.7. We can see that the maximum and average delay of the TDXP switch do not increase with $N$, while the delay of the double-speedup switch does. This results from the lower HOL blocking probability of the TDXP switch with large $N$, as explained in Figure 9.5. Thus, the TDXP switch has scalability in terms of $N$.

Figure 9.8 shows the required buffer sizes per port for an input buffer, an output buffer, and the sum of the input and output buffers, assuming a cell loss ratio below $10^{-9}$. As is true for the delay performance results in Figure 9.6, the total size of the TDXP switch is almost the same as that of the double-speedup switch, but with offered loads higher than $\rho = 0.85$, that of the double-speedup switch increases very strongly. Therefore, buffer resources in the TDXP switch are used effectively.

Next, the results of the TDXP switch for multicasting traffic are presented. The multicast cell ratio $\rho_{mc}$ is defined as the ratio of offered total input cells to offered multicast cells. The distribution of the number of copies is assumed to follow a binomial distribution.
Figures 9.9 and 9.10 show the blocking ratio $B_{\text{block}}$ for multicasting traffic. $B_{\text{block}}$ is defined as the ratio of the offered input cells to the cells not transmitted from the input buffer on account of HOL blocking. In this case, the offered input traffic load is set to 1.0. The multicast mechanism employed is that presented in Section 9.2.3. The $B_{\text{block}}$ of the TDXP switch is smaller than that of the double-speedup switch with $N = 32$. The reason is as follows. In the double-speedup switch, if at least one of the destination output ports is occupied by another cell belonging to a different input port, the multicast cell is blocked at the HOL in the input buffer. On the other hand, in the TDXP switch, even when the destined output ports are so occupied, the cell is buffered in the tandem crosspoint, and an attempt is made to send it through the next switch plane in the next time slot. Therefore, the following multicast cell in the input buffer can be transmitted to all destination tandem crosspoints as long as none of them is buffering a cell. This benefit of the TDXP switch is large when $N$ is large and the average number of copies (ANC) is small—in other words, $N/\text{ANC}$ is large—as shown in Figure 9.10. However, if $N/\text{ANC}$ is small, $B_{\text{block}}$ of the TDXP switch is higher than that of the double-speedup switch. For example, we can see such a case with $N \leq 15$ and $\text{ANC} = 4$. 
Fig. 9.9 Blocking ratio for multicasting.

Fig. 9.10 Blocking ratio for multicasting vs. switch size and average number of copies.
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In Chapter 6 and Chapter 7, we have studied how to recursively construct a large switch from smaller switch modules based on the channel grouping principle. In such a construction, every input is broadcast to each first-stage module, and the input size of first-stage modules is still the same as that of the entire switch.

In this chapter we consider a different approach to build modular switches. The architecture is based on the Clos network (see Fig. 10.1). Switch modules are arranged in three stages, and every module is interconnected with every module in the adjacent stage via a unique link. In this book, the three stages are referred as input stage, middle stage, and output stage, respectively. The modules in those stages are accordingly called input modules, central modules, and output modules. Each module is assumed to be nonblocking and could be, for example, one of the crossbar switches described previously. Inputs are partitioned into groups, and only one group of inputs are connected to each input module, thereby reducing the size of each module.

One may wonder why we are not just considering a two-stage interconnection network in which every pair of modules of adjacent stages are interconnected with a dedicated link. In that case, no two cells can be simultaneously transmitted between any pair of modules, because there is just one path between them. In a Clos network, however, two cells from an input module can take distinct paths via different central modules to get to the same module at the output stage (see Fig. 10.2). The central modules in the middle stage can be looked on as routing resources shared by all input and output modules. One can expect that this will give a better tradeoff between the switch performance and the complexity.
Fig. 10.1 A growable switch configuration.

Fig. 10.2 Routing in a Clos network.
Because of this desirable property, the Clos network was widely adopted in traditional circuit-switched telephone networks, where a path is reserved in the network for each call. If a Clos network has enough central modules, a path can always be found for any call between an idle input and an idle output. Such a property is called nonblocking. There are however two senses of nonblocking: strict and rearrangeable. In a strictly nonblocking Clos network, every newly arriving call will find a path across the network without affecting the existing calls. In a rearrangeably nonblocking network, we may have to arrange paths for some existing calls in order to accommodate a new arrival. Readers are encouraged to learn more about circuit-switched Clos networks from the related references listed at the end of this chapter.

This chapter will then focus on how the Clos network is used in packet switching. Section 10.1 describes the basic routing properties in a Clos network and formulates the routing as a scheduling problem. In the following sections, we will discuss several different scheduling approaches. Section 10.2 uses a vector for each input and output module to record the availability of the central modules. Those vectors are matched up in pairs, each of which has one vector for an input module and the other for an output module. For those pairs of modules that have a cell to dispatch between them, the two vectors will be compared to locate an available central module if any. This method is conceptually easy, but it requires a high matching speed. In Section 10.3, the ATLANTA switch handles the scheduling in a distributed manner over all central modules, each of which performs random arbitration to resolve the conflicts. Section 10.4 describes a concurrent dispatching scheme that does not require internal bandwidth expansion while achieving a high switch throughput. The path switch in Section 10.5 adopts the quasi-static virtual-path routing concept and works out the scheduling based on a predetermined central stage connection pattern, which may be adjusted when the traffic pattern changes. All of these will give us different viewpoints to look at the tradeoff between scheduling efficiency and complexity in a packet-switched Clos network.

10.1 ROUTING PROPERTIES AND SCHEDULING METHODS

A three-stage Clos network is shown in Figure 10.1. The first stage consists of \( k \) input modules, each of dimension \( n \times m \). The dimension of each central module in the middle stage is \( k \times k \). As illustrated in Figure 10.2, the routing constraints of Clos network are briefly stated as follows:

1. Any central module can only be assigned to one input of each input module, and one output of each output module;
2. Input \( i \) and output \( j \) can be connected through any central module;
3. The number of alternative paths between input \( i \) and output \( j \) is equal to the number of central modules.
For the \( N \times N \) switch shown in Figure 10.1, both the inputs and the outputs are divided into \( k \) modules with \( n \) lines each. The dimensions of the input and output modules are \( n:m \) and \( m:n \), respectively, and there are \( m \) middle-stage modules, each of size \( k \times k \). The routing problem is one of directing the input cells to the irrespective output modules without path conflicts. For every time slot, the cell traffic can be written as

\[
T = \begin{bmatrix}
  t_{1,1} & t_{1,2} & \cdots & t_{1,k} \\
  \vdots & \vdots & & \vdots \\
  t_{k,1} & t_{k,2} & \cdots & t_{k,k}
\end{bmatrix},
\]

where \( t_{i,j} \) represents the number of cells arriving at the \( i \)th input module destined for the \( j \)th output module. The row sum is the total number of cells arriving at each input module, while the column sum is the number of cells destined for each output module, and they are given by

\[
R_i = \sum_{j=1}^{k} t_{i,j} \leq n \leq m, \quad i = 1, 2, \ldots, k, \tag{10.1}
\]

\[
S_j = \sum_{i=1}^{k} t_{i,j} \leq n, \quad j = 1, 2, \ldots, k. \tag{10.2}
\]

Since at most \( m \) cells for each output group are considered, the column sum constraint can then be rewritten as

\[
S_j \leq m, \quad j = 1, 2, \ldots, k. \tag{10.3}
\]

The routing requirement is to assign each cell a specific path through the first two stages such that no two cells from an input module will leave at the same outlet of the input module, and no two cells destined for the same output module will arrive at the same inlet of the output module. Such an assignment is guaranteed by the nonblocking property of the three-stage Clos network for \( m \geq n \).

Let us label the set of outlets from each input module by \( A_i \) (\( i = 1, \ldots, k \)) and the set of inlets into each output module by \( B_j \) (\( j = 1, \ldots, k \)). Each \( A_i \) or \( B_j \) contains exactly \( m \) elements denoting \( m \) physical lines. If these elements are viewed as time slots instead of physical lines, then the first two stages can be transformed into a \( k \times k \) time–space–time (TST) switch (see Figure 10.3), where each input frame \( (A_i) \) and output frame \( (B_j) \) has \( m \) slots. The assignment problem is now seen as identical to that of a classic TST switch, and the necessary and sufficient conditions to guarantee a perfect or optimal schedule are satisfied by (10.1) and (10.3) [3]. For the assignment of an arbitrary cell at a given input module to its output module, the status of its
Fig. 10.3 A TST switch representation after the space-to-time transformation. (©1992 IEEE.)

Fig. 10.4 Matching of \( A_i \) and \( B_j \) (\( X = \text{busy}, \text{blank} = \text{open} \)). (©1992 IEEE.)

\( A_i \) and the corresponding \( B_j \) may be examined, as shown in Figure 10.4, where any vertical pair of idle slots (representing physical lines) could be chosen as a valid interconnect path. An overall schedule is perfect if all cells are successfully assigned without any path conflict. However, optimal scheduling requires global information on the entire traffic \( T \), and the implementation tends to be very complex.
10.2 A SUBOPTIMAL STRAIGHT MATCHING METHOD
FOR DYNAMIC ROUTING

A crucial requirement on the routing or scheduling algorithm is that it must run extremely fast, because cells have to be assigned paths on a slot-by-slot basis. A distributed routing algorithm is considered, which is suboptimal in performance, but runs fast and is simple to implement in hardware.

Let us consider a particular input module, say the first one. It may have a total of \( n \) cells arriving at a time, and the assignment hardware has to finish assigning these \( n \) cells within some prescribed duration \( \Delta \) less than a time slot. We further divide \( \Delta \) into \( k \) mini-slots of length \( \Delta/k \), and now focus on the assignment operation inside a minislot. During every mini-slot, the \( B_j \) of a specific output module is made available for assignment to an input module \( A_i \), i.e., matching of \( A_i \) with \( B_j \). Note that there are at most \( n \) matches needed in each mini-slot, as there are at most \( n \) input cells at an input module. While \( A_i \) is matched against \( B_j \), simultaneously \( A_{i+1 \mod k} \) is matched against \( B_{j+1 \mod k} \), and so on, thereby permitting parallel assignments. In the next mini-slot, each \( B_j \) is moved on to the next \( A_i \) (i.e., \( A_{i+1 \mod k} \)) in a cyclic manner (see Fig. 10.5). Since there are \( k \) output modules, a total of \( k \) mini-slots are necessary in each slot.

Since the switch architecture uses output queuing, it has the best possible delay–throughput performance [5]. Consequently, we only need to compute the lost-cell probability. There are two sources of cell loss in the switch. First, cells are dropped if too many simultaneously arrive destined for an output group (the loss due to knockout). Second, additional cells are dropped if the distributed, suboptimal routing algorithm cannot schedule a path through the switch. The analysis of this scheduling loss is complex and can be found in [5]. Here we just highlight the main results for the switch configuration without middle-stage trunking.

![Fig. 10.5 Parallel assignments in a cyclic manner from mini-slot to mini-slot.](image)
Assuming the cells have independent, uniform destination address distributions, the loss probability increases from one mini-slot to the next as more and more cells are assigned routing paths in a given time slot. Upper bounds on the lost-cell probability for the worst case input–output pairs (the last to be scheduled in a time slot) are derived in [5].

For a group size \( n = 16 \), Figure 6.11 shows the worst case cell loss probability as a function of \( m \), the number of simultaneous cells accepted, under various loads. The loss due to knockout in Figure 6.11 is for the worst case (last) input, and is given by (a generalization of (4) in [16])

\[
\Pr[\text{cell loss for worst case input}] = 1 - \sum_{k=0}^{m} \frac{(np)^k e^{-np}}{k!}.
\]

Note that \( m = 35 \) is large enough to keep the cell loss probability below \( 10^{-6} \) for an 80\% load, compared to a value of \( m = 34 \) required by the knockout loss alone. Each increase in \( m \) results in approximately an order of magnitude decrease in the lost-cell probability, and both sources of loss can be made negligible small. Since the knockout loss and knockout + scheduling loss curves are so close to each other, an optimal routing algorithm would not provide much improvement; the lost-cell probability cannot be less than that indicated by the generalized knockout principle. In addition, middle-stage trunking can provide only marginal improvement over the results presented in Figure 6.11.

### 10.3 THE ATLANTA SWITCH

The ATLANTA switch architecture was developed by Bell Labs [10]. The switch fabric is a three-stage multimodule memory–space–memory (MSM) arrangement. The MSM configuration uses buffers in the input and output stages, while the second stage is bufferless. A simple distributed self-routing algorithm is used to dispatch cells from the input to the output stage. Although cells are routed individually and multiple paths are provided from each input to each output, cell sequence is preserved due to its bufferless second stage. Selective backpressure is used from the output to the input buffers in the fabric, so the required buffers in the output stage are also relatively small.

The ATLANTA architecture provides optimal support of multicast traffic. Cells belonging to a multicast virtual circuit are always replicated according to a minimum multicast tree, that is, they are replicated as far downstream as possible in the switch; this minimizes the amount of resources required to sustain the expansion in traffic volume internally to the switch due to multicasting. A single copy of a multicast cell is locally stored in each buffer, and replicated (if necessary) only when the cell is sent to the following stage in the switch or to its desired destinations.
Fig. 10.6  Schematic configuration of a 40 × 40 multistage ATLANTA switch. (©1997 IEEE.)
In the following, we describe the operation of the MSM switch fabric with reference to the specific $40 \times 40$ configuration shown in Figure 10.6. The operation of configurations of other sizes can be easily inferred from this discussion.

### 10.3.1 Basic Architecture

The MSM configuration is based on three main principles:

- By using buffers in the first stage to store cells that cannot be routed to the output buffers at a given time, the number of paths necessary for nonblocking behavior can be greatly reduced.
- By using a bufferless center stage, cells belonging to the same virtual circuit can be routed individually without affecting the cell sequence.
- By using selective backpressure from the output buffers to the input buffers, buffers can be located where it is most economical.

Under these design principles in the ATLANTA switch, a memory switch is used to implement the switching modules in the first and the third stages, while crossbars are implemented in the second stage. Each module in the first and third stages must be connected to all crossbars. All interconnection lines between adjacent stages have the same rate as the input and output ports. To realize nonblocking in the MSM configuration, it is well known that its internal capacity must be higher than the aggregate capacity of the input ports. We call this expansion. The required expansion is achieved by connecting fewer than eight ports to each input and output module. In the $40 \times 40$ configuration of Figure 10.6, five ports are connected to each edge module for an expansion factor of $5:8$. The expansion ratio is $1.6 (= 8/5)$. Each module in the first stage maintains 40 groups of queues; each group corresponds to one of the output ports in the switch. Each module in the third stage manages a number of groups equal to the number of ports connected to that module (in this case five).

### 10.3.2 Distributed and Random Arbitration

In order to minimize the required expansion, an efficient routing algorithm is necessary to route cells from the input to the output modules. Intuitively, the idea is that the fabric is nonblocking as long as the equivalent service capacity (i.e., the maximum switching capacity provided by the expansion and the routing algorithm) in the input queues is higher than the aggregate input capacity of those queues. A practical constraint for such a system to be cost-effective is that the routing algorithm must be fully distributed and independently run by each input module. Below is the novel concurrent dispatching algorithm that is used in the ATLANTA architecture.
The concurrent dispatching works as follows. In each time slot, each input module in the first stage selects up to eight cells to be served in that time slot. The selection process over the 40 groups of queues uses a two-level weighted-round-robin mechanism. Once the cells are selected, each input module sends up to eight bids to the crossbars, one for each crossbar. A bid contains the desired destination and service priority of one of the selected cells. Since there is no coordination among the input modules, a crossbar can receive more than one bid at a time for the same output module. In case of conflict between two or more bids, the crossbar selects one as the winning bid. In selecting the winning bid, and generally in determining whether a bid is successful or not, the crossbar takes into account whether or not the specific queue in the output module requested by each bid has available buffer space (the third-stage modules continuously send backpressure information to the crossbars informing them of the availability of buffers for each queue), and never declares successful a bid that requests a queue with no available buffer space. Then the crossbar sends a feedback signal to the input modules, informing each module whether or not the bid was successful, and in the latter case whether the bid was unsuccessful because of lost contention in the crossbar or because of selective backpressure from the output modules.

If the bid was successful, in the following time slot the input module transmits the corresponding cell through the crossbar; in the same time slot, the input module also selects another cell and initiates a new bidding process for it on that crossbar. If the bid was unsuccessful because of lost contention in the crossbar, the input module again sends that same bid to the crossbar in the following time slot. If the bid was unsuccessful because of backpressure from the output modules, the input module selects a different cell from the buffer and initiates a bidding process for it in the following time slot.

10.3.3 Multicasting

Multicast cells in the ATLANTA architecture are treated very similarly to unicast cells. They are always replicated as far downstream as possible in the switch. In the first stage, a multicast cell is replicated in only \( m_1 \) copies, where \( m_1 \) is the number of different modules in the third stage that the cell is destined for. Referring to the situation depicted in Figure 10.7, for example, cells belonging to connection \( V \) with the destinations highlighted in the figure would only be replicated three times in the input module. In particular, a cell that is destined to multiple ports in an output module is only queued in one of the corresponding queues. See Figure 10.7. Cells from connection \( V \) are only queued in the queues corresponding to ports 1, 11, 13, 15, 39, and 40. Then, a multicast cell is further replicated to the desired output ports in each module in the third stage.

\(^1\)Cells in each group are further classified into several categories of different service priority.
10.4 THE CONTINUOUS ROUND-ROBIN DISPATCHING SWITCH

The ATLANTA switch described in Section 10.3 is not able to achieve a high throughput unless the internal bandwidth is expanded, because contention at the second stage cannot be avoided. The relationship between the internal expansion ratio and switch size in the ATLANTA switch was analytically derived in [14]. To achieve 100% throughput by using the random dispatching scheme, the internal expansion ratio is set to about 1.6 when the switch size is large [10]. This makes it difficult to implement a high-speed switch in a cost-effective manner.
It is a challenge to find a cost-effective dispatching scheme that is able to achieve a high throughput in Clos-network switches, without allocating any buffers in the second stage to avoid the out-of-sequence problem and without expanding the internal bandwidth.

A solution to the challenge was introduced in [14], where a round-robin-based dispatching scheme, called the concurrent round-robin dispatching (CRRD) scheme, was proposed for a Clos-network switch. The basic idea of CRRD is to use the desynchronization effect [13] in the Clos-network switch. The desynchronization effect has been studied using simple scheduling algorithms as SLIP [13, 11] and dual round-robin matching (DRRM) [1, 2] in an input-queued crossbar switch. CRRD provides high switch throughput without expanding the internal bandwidth, while the implementation is simple because only simple round-robin arbiters are employed. We showed that CRRD achieves 100% throughput under uniform traffic.

10.4.1 Basic Architecture

Figure 10.8 shows the CRRD switch. The terminology used in this section is as follows:

- **IM** Input module at the first stage.
- **CM** Central module at the second stage.
- **OM** Output module at the third stage.
- **n** Number of input ports (output ports) in each IM (OM)
- **k** Number of IMs or OMs.
- **m** Number of CMs.
- **i** IM number, where $0 \leq i < k$.
- **j** OM number, where $0 \leq j < k$.
- **h** Input port (IP) or output port (OP) number in each IM/OM, respectively, where $0 \leq h < n$.
- **r** Central module (CM) number, where $0 \leq r < m$.
- **IM(i)** $i$th IM.
- **CM(r)** $r$th CM.
- **OM(j)** $j$th OM.
- **IP(i, h)** $h$th input port at IM(i).
- **OP(j, h)** $h$th output port at OM(j).
- **VOQ(i, v)** Virtual output queue (VOQ) at IM(i) that stores cells destined for OP(j, h), where $v = hk + j$ and $0 \leq v < nk$.
- **G(i, j)** VOQ group at IM(i) that consists of $n$ VOQ(i, j) s.
- **L(i, r)** Output link at IM(i) that is connected to CM(r)
- **L(r, j)** Output link at CM(r) that is connected to OM(j).
The first stage consists of $k$ IMs, each of which is $n \times m$. The second stage consists of $m$ bufferless CMs, each of which is $k \times k$. The third stage consists of $k$ OMs, each of which is $m \times n$.

IM($i$) has $nk$ VOQs to eliminate HOL blocking [10]. VOQ($i$, $v$) stores cells that go from IM($i$) to OP($j$, $h$) at OM($j$), where $v = hk + j$. A VOQ can receive, at most, $n$ cells from $n$ IPs in each cell time slot. The HOL cell in each VOQ can be selected for transmission across the switch through CM($r$) in each time slot. This ensures that cells are transmitted from the same VOQ in sequence.

IM($i$) has $m$ output links. An output link $L_i(\cdot, r)$ is connected to CM($r$). CM($r$) has $k$ output links, denoted as $L_r(\cdot, j)$, and it is connected to $k$ OMs, denoted as OM($j$).

OM($j$) has $n$ output ports, denoted as OP($j$, $h$), and has an output buffer. Each output buffer receives at most $m$ cells in one time slot, and each output port of an OM forwards one cell in a FIFO manner to the output line.

### 10.4.2 Concurrent Round-Robin Dispatching Scheme

Figure 10.9 illustrates the detailed CRRD algorithm. To determine the matching between a request from VOQ($i$, $v$) and the output link $L_i(\cdot, r)$, CRRD adopts an iterative matching within IM($i$). An IM has $m$ output link arbiters, each of which is associated with each output link, and each VOQ has a VOQ arbiter as shown in Figure 10.9.
We consider two phases for dispatching from the first stage to the second stage. In phase 1, at most $m$ VOQs are selected as candidates, and the selected VOQ is assigned to an IM output link. A request that is associated with this output link is sent from IM to CM. This matching between VOQs and output links is performed only within the IM. In phase 2, each selected VOQ that is associated with each IM output link sends a request from IM to CM. CMs respond with the arbitration results to IMs so that the matching between IMs and CMs can be done.

- **Phase 1**: Matching within an IM
  - **First iteration**
    - **Step 1**: Each nonempty VOQ sends a request to every output link arbiter, each of which is associated with $L_r(i, r)$, where $0 \leq i \leq k - 1$ and $0 \leq r \leq m - 1$.
    - **Step 2**: Each output link $L_r(i, r)$, where $0 \leq i \leq k - 1$ and $0 \leq r \leq m - 1$, independently seeks a request among $nk$ nonempty VOQs. Each output link arbiter associated with $L_r(i, r)$ has its own pointer $P_r(i, r)$, where $0 \leq i \leq k - 1$ and $0 \leq r \leq m - 1$. The output link arbiter seeks one nonempty VOQ request from the $P_r(i, r)$ in a RR fashion. Each output link arbiter sends the grant to a requesting VOQ. Each VOQ has its own RR arbiter and one pointer $P_r(i, v)$, where $0 \leq v \leq nk - 1$, to choose one output link. The VOQ arbiter seeks one grant among several grants that are given by the output link arbiters from the position of $P_r(i, v)$.
    - **Step 3**: The VOQ that chooses one output link $L_r(i, r)$ by using the RR arbiter sends the grant to the selected output link. Note that
the pointer $P_l(i, r)$ that is associated with each output link and the pointer $P_v(i, v)$ that is associated with each VOQ are updated to one position after the granted position, but only if they are matched and the request is also granted by the CM in phase 2.

- **ith iteration** ($i > 1$)
  - **Step 1**: Each unmatched VOQ at the previous iterations sends a request to all the output link arbiters again.
  - **Steps 2 and 3**: Follow the same procedure as in the first iteration.

**Phase 2: Matching Between IM and CM**

- **Step 1**: After phase 1 is completed, output link $L_i(i, r)$ sends the request to the CM. Then contention control in the CM is performed. CM($r$) has $k$ pointers $P_v(r, j)$, where $0 \leq r \leq m - 1$ and $0 \leq j \leq k - 1$, each of which corresponds to each OM($j$). The CM makes its arbitration using the pointer $P_v(r, j)$ in a RR fashion, and sends the grants to $L_i(i, r)$ of IM($i$). The pointer $P_v(r, j)$ is updated when the CM sends the grant to the IM.
  - **Step 2**: If the IM receives the grant from the CM, it sends a corresponding cell from that VOQ in the next time slot. Otherwise, the IM will not send a cell in the next time slot. The request that is not granted from the CM will be dispatched again at the next time slot, because the pointers that are related to the ungranted requests are not updated.

The CRRD algorithm has to be completed within one time slot to provide the matching result in every time slot.

Figure 10.9 shows an example with $n = m = k = 3$, where CRRD is operated at the first iteration in phase 1. At step 1, VOQ($i, 0$), VOQ($i, 3$), VOQ($i, 4$), and VOQ($i, 6$), which are nonempty VOQs, send requests to all the output link arbiters. At step 2, output link arbiters associated with $L_i(i, 0)$, $L_i(i, 1)$, and $L_i(i, 2)$, select VOQ($i, 0$), VOQ($i, 0$), and VOQ($i, 3$), respectively, according to their pointers’ positions. At step 3, VOQ($i, 0$) receives two grants from both output link arbiters of $L_i(i, 0)$ and $L_i(i, 1)$, selects $L_i(i, 0)$ by using its own VOQ arbiter, and sends a grant to the output link arbiter of $L_i(i, 0)$. Since VOQ($i, 3$) receives one grant from an output link arbiter $L_i(i, 2)$, it sends a grant to the output link arbiter. With one iteration, $L_i(i, 1)$ cannot be matched with any nonempty VOQs. At the next iteration, the matching between unmatched nonempty VOQs and $L_i(i, 1)$ will be performed.

### 10.4.3 Desynchronization Effect of CRRD

The ATLANTA switch suffers contention at the CM [10]; CRRD decreases the contention because pointers $P_v(i, v)$, $P_l(i, r)$, and $P_v(r, j)$, are desynchronized.
How the pointers are desynchronized is demonstrated by using a simple example. Let us consider \( n = m = k = 2 \) as shown in Figure 10.10. We assume that every VOQ is always occupied with cells. Each VOQ sends a request to be selected as a candidate at every time slot. All the pointers are set to be \( P_i(v) = 0, P_i(i, r) = 0, \) and \( P_i(r, j) = 0 \) at the initial state. Only one iteration in phase 1 is considered here.

At time slot \( T = 0 \), since all the pointers are set to 0, only one VOQ in IM(0), which is VOQ(0, 0, 0), can send a cell with \( L_i(0, 0) \) through CM(0). The related pointers with the grant, \( P_i(0, 0), P_i(0, 0), \) and \( P_r(0, 0) \), are updated from 0 to 1. At \( T = 1 \), three VOQs, which are VOQ(0, 0, 0), VOQ(0, 1, 0), and VOQ(1, 0, 0), can send cells. The related pointers with the grants are updated. Four VOQs can send cells at \( T = 2 \). In this situation, 100% switch throughput is achieved. There is no contention at the CMs from \( T = 2 \), because the pointers are desynchronized.

### 10.5 THE PATH SWITCH

If we consider each input module and each output module as a node, a particular connection pattern in the middle stage of the Clos network can be
represented by a regular bipartite multigraph with node degree $m$ as illustrated in Figure 11.11, where each central module corresponds to a group of $n$ edges, each connecting one distinct pair of input/output nodes (modules).

Suppose the routing algorithm of the Clos network is based on dynamic cell switching, and the amount of traffic from input module $I_i$ to output module $O_j$ is $\lambda_{ij}$ cells per time slot. The connection pattern will change in every time slot according to arrival packets, and the routing will be calculated on slot-by-slot basis. Let $e_{ij}(t)$ be the number of edges from $I_i$ to $O_j$ of the corresponding bipartite multigraph in time slot $t$. Then the capacity $C_{ij}$ of the virtual path between $I_i$ and $O_j$ must satisfy

$$C_{ij} = \lim_{T \to \infty} \frac{\sum_{t=1}^{T} e_{ij}(t)}{T} > \lambda_{ij}. \quad (10.4)$$

On the other hand, the routing of a circuit-switched Clos network is fixed, and the connection pattern will be the same in every time slot. The capacity satisfies

$$C_{ij} = e_{ij}(t) = e_{ij} > \lambda_{ij}, \quad (10.5)$$

which implies that the peak bandwidth $C_{ij}$ is provided for each virtual circuit at call setup time, and it does not take the statistical multiplexing into
consideration at all. We conceived the idea of quasistatic routing, called path switching, using a finite number of different connection patterns in the middle stage repeatedly, as a compromise of the above two extreme schemes. For any given $\lambda_{ij}$, if $\sum \lambda_{ij} < n \leq m$, and $\sum \lambda_{ij} < n \leq m$, we can always find a finite number $f$ of regular bipartite multigraphs such that

$$\frac{\sum_{t=1}^{f} e_{ij}(t)}{f} > \lambda_{ij},$$

(10.6)

where $e_{ij}(t)$ is the number of edges from node $i$ to node $j$ in the $t$th bipartite multigraph. The capacity requirement (10.4) can be satisfied if the system provides connections repeatedly according to the coloring of these $f$ bipartite multigraphs, and that finite amount of routing information can be stored in the local memory of each input module to avoid the slot-by-slot computation of route assignments. The path switching becomes circuit switching if $f = 1$, and it is equivalent to cell switching if $f \to \infty$.

The scheduling of path switching consists of two steps, the capacity assignment and the route assignment. The capacity assignment is to find the capacity $C_{ij} > \lambda_{ij}$ for each virtual path between input module $I_i$ and output module $O_j$; it can be carried out by optimizing some objective function subject to $\sum_i C_{ij} = \sum_j C_{ij} = m$. The choice of the objective function depends on the stochastic characteristic of the traffic on virtual paths and the quality of services requirements of connections.

The next step is to convert the capacity matrix $[C_{ij}]$ into edge coloring of a finite number $f$ of regular bipartite multigraphs, each of which represents a particular connection pattern of central modules in the Clos network. An edge coloring of a bipartite multigraph is an assignment of $m$ distinct colors to $m$ edges of each node such that no two adjacent edges have the same color. It is well known that a regular bipartite multigraph with degree $m$ is $m$-colorable [9, 15]. Each color corresponds to a central module, and the color assigned to an edge between input node $I_i$ and output node $O_j$ represents a connection between them through the corresponding central module.

Suppose that we choose a sufficiently large integer $f$ such that $fC_{ij}$ are integers for all $i, j$, and form a regular bipartite multigraph, called the capacity graph, in which the number of edges between node $i$ and node $j$ is $fC_{ij}$. Since the capacity graph is regular with degree $fm$, it can be edge-colored by $fm$ different colors [15]. Furthermore, it is easy to show that any edge coloring of the capacity graph with degree $fm$ is the superposition of the edge colorings of $f$ regular bipartite multigraphs of degree $m$. Consider a particular color assignment $a \in \{0, 1, \ldots, fm - 1\}$ of an edge between input node $I_i$ and output node $O_j$ of the capacity graph; let

$$a = rf + t,$$

(10.7)
where \( r \in \{0, 1, \ldots, m - 1\} \) and \( t \in \{0, 1, \ldots, f - 1\} \) are the quotient and the remainder on dividing \( a \) by \( f \), respectively. The mapping \( g(a) = (t, r) \) from the set \( \{0, 1, \ldots, fm - 1\} \rightarrow \{0, 1, \ldots, f - 1\} \times \{0, 1, \ldots, m - 1\} \) is one-to-one and onto, that is,

\[
a = a' \iff t = t' \text{ and } r = r'.
\]

That is, the color assignment \( a \), or equivalently the assignment pair \((t, r)\), of the edge between \( I_i \) and \( O_j \) indicates that the central module \( r \) has been
assigned to a route from \( I_i \) to \( O_j \) in the \( t \)th time slot of every cycle. Adopting the convention in TDMA system, each cycle will be called a frame, and the period \( f \) the frame size. As illustrated by the example shown in Figure 10.12, where \( m = 3 \) and \( f = 2 \), the decomposition of the edge coloring into assignment pairs guarantees that route assignments are either space-interleaved or time-interleaved. Thus, the relation (10.7) will be called the time–space interleaving principle.

### 10.5.1 Homogeneous Capacity and Route Assignment

For uniform traffic, where the distribution of traffic loading between input modules and output modules is homogeneous, the \( fm \) edges of each node can be evenly divided into \( k \) groups, where \( k \) is the total number of input or output modules. Each group contains \( g = fm/k \) edges between any input–output pair, where the frame size \( f \) should be chosen to make the group size \( g \) an integer. The edges of this capacity graph can be easily colored by the Latin square given in Table 10.1, where each \( A_i \), \( 0 \leq i \leq k - 1 \), represents a set of distinct colors, e.g.,

\[
A_0 = \{0, 1, \ldots, g - 1\}, \quad A_1 = \{g, g + 1, \ldots, 2g - 1\}, \ldots
\]

\[
A_{k-1} = \{(k - 1)g, (k - 1)g + 1, \ldots, kg - 1\}
\]

Since each number in the set \( \{0, 1, \ldots, fm - 1\} \) appears only once in any row or column in the table, it is a legitimate edge coloring of the capacity graph. The assignment \( a = (t, r) \) of an edge between the \( I_i-O_j \) pair indicates that the central module \( r \) will connect input module \( i \) to output module \( j \) in the \( t \)th slot of every frame. As an example, for \( m = 3 \) and \( k = 2 \), we can choose \( f = 2 \) and thus \( g = 3 \). Then, the groups of colors are \( A_0 = \{0, 1, 2\} \) and \( A_1 = \{3, 4, 5\} \), respectively. The procedure described above is illustrated in Table 10.2, and the correspondence between the route assignments and the connection patterns in the middle stage is shown in Figure 10.13.

In the above example, since the number of central modules \( (m) \) is greater than the number of input modules \( (k) \), it is possible that more than one central module is assigned to some input–output pair in one time slot. In the case that \( m < k \), there are not enough central modules for all input–output

<table>
<thead>
<tr>
<th>Table 10.1 Latin Square Assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>( I_0 )</td>
</tr>
<tr>
<td>( I_1 )</td>
</tr>
<tr>
<td>( I_{k-1} )</td>
</tr>
</tbody>
</table>
### TABLE 10.2 Route Assignment by Latin Square for Uniform Traffic

<table>
<thead>
<tr>
<th>Color</th>
<th>$O_0$</th>
<th>$O_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_0$</td>
<td>0, 1, 2</td>
<td>3, 4, 5</td>
</tr>
<tr>
<td>$I_1$</td>
<td>3, 4, 5</td>
<td>0, 1, 2</td>
</tr>
</tbody>
</table>

Latin square: edge coloring

<table>
<thead>
<tr>
<th>Color</th>
<th>$a = rf + t$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central module</td>
<td>$r = \lfloor a/f \rfloor$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Time slot</td>
<td>$y = a \mod f$</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Transformation from color assignment into time–space pair

<table>
<thead>
<tr>
<th>Central-module assignment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central Module</td>
</tr>
<tr>
<td>$I_0$</td>
</tr>
<tr>
<td>$I_1$</td>
</tr>
</tbody>
</table>

Time slot 0  Time slot 1

<table>
<thead>
<tr>
<th>Central Module</th>
<th>Connected $I/O$ pairs at Time Slot</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$I_0/O_0$, $I_1/O_1$ (BAR)</td>
</tr>
<tr>
<td>1</td>
<td>$I_0/O_0$, $I_1/O_1$ (BAR)</td>
</tr>
<tr>
<td>2</td>
<td>$I_0/O_1$, $I_1/O_0$ (CROSS)</td>
</tr>
</tbody>
</table>

connection pairs in central modules

Fig. 10.13 Route scheduling in the middle stage for uniform traffic. (©1997 IEEE.)
pairs in one time slot assignment. Nevertheless, the total number of central modules assigned to every input–output pair within a frame should be the same for uniform input traffic to fulfill the capacity requirement, and that number is equal to \( g = \frac{fm}{k} \). This point is illustrated in the following example. For \( m = 4 \) and \( k = 6 \), we choose \( f = 3 \) and \( g = 2 \). The same method will result in the connection patterns shown in Figure 10.14. It is easy to verify that the number of central modules (paths, edges) assigned for each input–output pair is equal to \( g = 2 \) per \( f = 3 \) slots.

### 10.5.2 Heterogeneous Capacity Assignment

The capacity assignment in a cross-path switch is virtual-path-based. It depends on the traffic load on each virtual path to allocate the capacity and determine the route assignment. The Latin square offers a legitimate capacity assignment with homogeneous traffic, but it may no longer be effective with heterogeneous traffic (nonuniformly distributed traffic load over the virtual paths). A more general assignment method is therefore introduced, and the procedure is illustrated in Figure 10.15. The assignment procedure has four steps, each of which will be explained along with an example in the following sub-subsections.

#### 10.5.2.1 Virtual Path Capacity Allocation (VPCA)

This step is to allocate capacity to each virtual path based on the traffic loads. It can be formulated as an optimization problem with some traffic modeling.
Consider the cross-path switch with parameters \( n = 3, \ k = 3, \) and \( m = 4. \) Suppose the traffic matrix is given by

\[
T = \begin{bmatrix}
1 & 1 & 1 \\
2 & 1 & 0 \\
0 & 1 & 1
\end{bmatrix}.
\]  

(10.8)

and the capacity assignment matrix calculated by the minimization of input-stage delay with \( M/D/1 \) model is

\[
C = \begin{bmatrix}
1.34 & 1.28 & 1.38 \\
2.66 & 1.34 & 0 \\
0 & 1.38 & 2.62
\end{bmatrix}.
\]  

(10.9)

10.5.2.2 The Roundoff Procedure Some elements in the resulting capacity matrix may be nonintegers. When they are rounded to the integers required in the route assignment, roundoff error arises. The concept of frame size is used to reduce the roundoff error. Each element in the capacity matrix is multiplied by the frame size; then the capacity per slot is translated into capacity per frame. After that, we round the matrix into an integer matrix:

\[
C = \begin{bmatrix}
1.34 & 1.28 & 1.38 \\
2.66 & 1.34 & 0 \\
0 & 1.38 & 2.62
\end{bmatrix} \times (f=3) \rightarrow \begin{bmatrix}
4.02 & 3.84 & 4.14 \\
7.98 & 3.82 & 0 \\
0 & 4.14 & 7.86
\end{bmatrix}
\]

rounding \( \begin{bmatrix}
4 & 4 & 4 \\
8 & 4 & 0 \\
0 & 4 & 8
\end{bmatrix} = E. \)  

(10.10)
The roundoff error is inversely proportional to $f$. Thus, the error can be arbitrarily small if the frame size is sufficiently large. However, since the amount of routing information stored in the memory is linearly proportional to $f$, the frame size is limited by the access speed and the memory space of input modules. In practice, the choice of frame size $f$ is a compromise between the roundoff error and the memory requirement. In general,

$$
E = \begin{bmatrix}
e_{0,0} & e_{0,1} & \cdots & e_{0,k-1} \\
e_{1,0} & e_{1,1} & \cdots & e_{1,k-1} \\
\vdots & \vdots & \ddots & \vdots \\
e_{k-1,0} & e_{k-1,1} & \cdots & e_{k-1,k-1}
\end{bmatrix} = fC,
$$

and

$$
\sum_j e_{ij} = \sum_i e_{ij} = fm. \tag{10.11}
$$

In the above matrix $E$, each element $e_{ij}$ represents the number of the edges between the input module $i$ and output module $j$ in the $k \times k$ capacity graph, in which each node has degree $fm$.

10.5.2.3 Edge Coloring  As mentioned previously, this capacity graph can be colored by $fm$ colors, and each color represents one distinct time–space slot based on the time–space interleaving principle (10.7). Coloring can be found by complete matching, which is repeated recursively to reduce the degree of every node one by one. One general method to search for a complete matching is the so-called Hungarian algorithm or alternating-path algorithm [9, 12]. It is a sequential algorithm with worst time complexity $O(k^2)$, or totally $O(fm \times k^2)$ because there are $fm$ matchings. If each of $fm$
and $k$ is a power of two, an efficient parallel algorithm proposed in [7] for conflict-free route scheduling in a three-stage Clos network with time complexity of $O(\log^2(fm\kappa))$ can be used. Through the time–space interleaving, the middle-stage routing pattern in Figure 10.16 is obtained.
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CHAPTER 11

OPTICAL PACKET SWITCHES

Introduction of optical fibers to communication networks has caused a tremendous increase in the speed of data transmitted. The virtually unlimited bandwidth of optical fibers comes from the carrier frequency of nearly 200 THz [1]. Optical networking technology, such as add-drop multiplexers [2, 3], reconfigurable photonic switches [4], and wavelength division-multiplexing (WDM), has progressed well and facilitated optical networking [5, 6]. Especially, recent advances in dense wavelength multiplexing division (DWDM) technology have provided tremendous bandwidth in optical fiber communications [7]. However, the capability of switching and routing packets at this high bandwidth (e.g., 1 Tbit/s) has lagged far behind the transmission capability.

Building a large-capacity packet switching system using only electronic technology may lead to a system bottleneck in interconnecting many electronic devices or modules, mainly caused by the enormous number of interconnection wires and the electromagnetic interference they would generate. With the advancement of optical devices technology, several packet switch architectures based on WDM technology have been proposed for large-capacity packet switches. Although today’s optical packet switching technology is still very primitive and cannot compete with electronic switching technology, optical packet switches have great potential to scale up their switching capacity as the technology of some key optical devices becomes mature.

A photonic packet switch requires optical devices such as lasers, filters, couplers, memories, multiplexers, and demultiplexers. At the present time, some of these devices are either too power-consuming or too slow in switching to compete with electronic devices. However, it is possible to design
high-capacity switches by the use of both electronic and optical technologies. In such switches, data transfer can be achieved through optical media, and complicated functions such as contention resolution and routing control can be performed electronically. These switches are called hybrid switches. Hybrid switches that only convert packet cell headers into electronics for processing and controlling and leave the entire cell to be handled in the optical domain are called optically transparent.

The ongoing research in photonic ATM switches is to develop faster and larger optical switches and new techniques that can be used to enhance the existing optical switch architectures. There are many issues to be considered when designing an optical packet switch, such as the characteristics of the optical devices employed, scalability of the switch, power budget of the system, synchronization between electrical and incoming optical signals, performance of the switch under various traffic patterns, and so on. In addition, some of the techniques developed for optical ATM switches might be applied to large-scale ATM switches where small electronic ATM modules are interconnected by an optical interconnection network.

The techniques of space-division multiplexing (SDM), time-division multiplexing (TDM), and WDM have been used in designing optical switches. SDM requires a large number of binary switching elements. From the switch size and cost point of view, it is not an ideal approach for photonic switching. TDM is a classical technique used in communications [8]. When it is applied to optical switching, complicated temporal compression and temporal expansion circuits are required. The throughput of such a switch is limited by the speed of the demultiplexer, which in practice is controlled by electronics for the time being.

WDM is made possible by the range of wavelengths on an optical fiber. It splits the optical bandwidth of a link into fixed, nonoverlapping spectral bands. Each band has a wavelength channel that can be used for a specific bit rate and transmission technique, independent of the choices for other channels.

In this chapter, we review several approaches to building a large-capacity packet switch and discuss their advantages and disadvantages. These switch architectures are classified into all-optical packet switches (described in Section 11.1) and optoelectronic packet switches (described in Section 11.2), depending on whether the contended packets are stored in the optical or in the electrical domain. Two optical packet switches will be described in detail in Sections 11.3 (using optical memory) and 11.4 (using optics for interconnection only) to better understand switching operations and implementation complexity. In all the architectures presented here, switch control is achieved electronically, since for the time being it is complicated to realize logical operations optically. The capacity of electronic control units and the tuning speed of optical devices are the main performance-limiting factors in these architectures.
11.1 ALL-OPTICAL PACKET SWITCHES

In optical packet switches, logical control and contention resolution are handled by an electronic controller, and packets are carried and stored in optical memories. There are two kinds of optical memory used in all-optical packet switches: one is the traveling type based on fiber delay lines, and the other is the fiber-loop type where packets carried at different wavelengths coexist in the fiber loop.

11.1.1 The Staggering Switch

The staggering switch [9] is one of the optically transparent switches. The major components of the switch are splitter detectors, rearrangeable non-blocking switches, and a control unit. The switch architecture is based on two stages: the scheduling stage and the switching stage, as shown in Figure 11.1. These two stages can be considered as rearrangeably nonblocking networks. The scheduling stage and the switching stage are of size $N \times M$ and $M \times N$, respectively, where $M$ is less than $N$. These two stages are connected by a set of optical delay lines having unequal delay. The idea behind this architecture is to arrange incoming cells in the scheduling stage in such a way that there will be no output port collision in the switching stage. This is achieved by holding the cells that cause output port collision on the delay lines. The delay on the delay line $d_i$ is equal to $i$ cell slots. The arrangement of incoming cells

---

**Fig. 11.1** Block diagram of the staggering switch. (© 1993 IEEE.)
is accomplished electronically by the control unit according to the output port requests of incoming cells.

When a cell arrives at the switch, its header information is converted into an electrical signal and sent to the control unit by the corresponding splitter detector. After evaluating the current destination requests considering the previous requests, the control unit sends the information related to the current schedule to the scheduling stage. The cell is routed through the scheduling stage with respect to the information sent by the control unit. Due to the statistical properties of the incoming cells, it is possible to lose some cells in the scheduling stage. After waiting for a certain period of time on the assigned delay line, the cell reaches the switching stage. No contention occurs in the switching stage, on account of the precautions taken by the control unit, and the cell reaches the requested output port. In this architecture, cells arriving at the same input port may arrive at output ports in the reverse order, since they are assigned to different delay lines. Ordered delivery of cells at the output ports can be achieved by some additional operations in the control unit.

The main bottleneck in this switch architecture is the control unit. The proposed collision resolution algorithm is too complicated to handle large switch size or high input line rate. Some input buffers may be necessary in order to keep newly arriving cells while the control unit makes its arrangements.

### 11.1.2 ATMOS

Chiaroni et al. proposed a $16 \times 16$ photonic ATM switching architecture [10] for bit rates up to 10 Gbit/s. Basically, this switch consists of three main blocks: the wavelength encoding block, the buffering and time switching block, and the wavelength selection block, as shown in Figure 11.2. In the wavelength encoding block, there are $N$ wavelength converters, one per input. Each input is assigned a fixed wavelength by its wavelength converter. When a cell arrives, a small fraction of the optical signal power is tapped by a coupler and converted to an electronic signal. A controller processes these converted data and extracts the routing information for the cell. The arriving cells with different wavelengths are wavelength-division multiplexed in the buffering and switching block by a multiplexer. The buffering-and-time-switching block contains $K$ fiber delay lines to store the payloads of the incoming cells. There is also a space switch, which is made of semiconductor optical amplifier (SOA) gates. These gates are used to select the cells from the fiber delay lines and route them to the requested output ports. The wavelength selection block consists of multiplexer/demultiplexer and SOA gates in order to select a specific wavelength destined to an output port in a cell time slot. This switch can perform the multicast function by using a broadcast-and-select approach.
Fig. 11.2 Architecture of the ATMOS switch.

The cell contention problem is solved by the fiber delay lines. However, this approach cannot provide for sharing, so that a great number of delay lines are necessary to meet the cell loss requirement. The architecture is bulky in structure, and the switch size is limited by the available number of wavelengths.

### 11.1.3 Duan’s Switch

Duan et al. introduced a $16 \times 16$ photonic ATM switching architecture [11], as shown in Figure 11.3, where each output port is assigned a fixed wavelength. This switch consists of three main blocks: wavelength encoding block, spatial switch block, and wavelength selection block. In the wavelength encoding block, there are $N$ wavelength converters, one per input, each being tuned to the destined output port. When a cell arrives, a small fraction of the optical signal power is tapped by a coupler and sent to the electronic control unit, which processes the routing information of the cell. In a specific cell time slot, cells destined to different outputs are tuned to different wavelengths. These cells with different wavelengths are routed through the shortest path, which is selected by the SOA gates in the spatial switch. The spatial switch block contains $K$ fiber delay lines to store the payloads of the cells for contention resolution. Each fiber delay line can store up to $N$ different wavelengths. In the wavelength selection block, in each cell slot time, multiple wavelengths are broadcast to all output ports by a star coupler. There is a fixed-wavelength filter at each output port. These filters select the cells associated with their wavelengths and send them to the corresponding output ports.
This switch cannot perform multicast functions, because of the fixed-wavelength filters at the output ports. Furthermore, if there is more than one cell destined to the same output port, an arbitration mechanism is necessary in order to assign the incoming cells with the same wavelength to different fiber delay lines. Such a requirement increases the control complexity. In order to meet the cell loss requirement, more fiber delay lines are necessary. Moreover, the electronic controller always has to monitor the status of fiber delay lines to preserve the cell sequence.

11.2 OPTOELECTRONIC PACKET SWITCHES

For the optoelectronic packet switches, optical switching networks are used for interconnection and transmission between electronic input and output modules. Logical control, contention resolution, and packet storage are handled electronically.

11.2.1 HYPASS

HYPASS [14] in Figure 11.4 is an optoelectronic hybrid cell switch in which electronic components are used for memory and logic functions, and optical components are used for routing and transporting data. In this figure, bold continuous lines represent optical paths, bold dashed lines represent serial data paths, dotted lines are tuning current paths, and thin continuous lines are control signal paths. The switch is composed of two networks: the transport network and the control network. The architecture is based on the broadcast-and-select approach in both of the networks. There is a unique
optical wavelength associated with each of the output ports. As shown in Figure 11.4, the transport network has tunable-wavelength laser transmitters at the input side, fixed-wavelength receivers at the output side, and an $N \times N$ star coupler, which transfers the incoming data from inputs to outputs. In order to transfer control information from output ports to the input ports, a similar network is used.

When a cell arrives at an input port of the switch, first it is converted from optical to electronic and its destination address is obtained. Then the cell is temporarily stored in the corresponding input buffer. The tunable-wavelength laser transmitter of the corresponding input port is tuned to the wavelength of the requested output port. When a request-to-send signal (or poll) is received from the corresponding output port via the control network, the cell is transmitted through the transport network. The acknowledgment representing successful delivery of the cell is also transmitted through the control network. If there are multiple cells for the same output port, contention occurs. Power threshold detection or multiple bit detection on the cell preamble could be used to detect collision. The cells which do not get acknowledgments in a slot time are kept to retry later. In order to resolve contention and provide successful transmission of cells, the tree-polling algorithm, which is explained in [14], is employed in the selection of inputs in the following cell slots. The cells that reach the output ports successfully are stored in the elastic buffers and transmitted over the optical fiber trunks after the necessary electrical-to-optical conversion.
The HYPASS architecture has advantages due to its parallel structure. However, since a slot time is based on the length of the polling step, transmission of a cell, and receipt of the acknowledgment, the time overhead for the electronic control and optical tuning operations are the factors limiting its capacity. The switch does not have multicasting capability, due to the use of fixed wavelength receivers at the output ports.

### 11.2.2 STAR-TRACK

STAR-TRACK [15] is another hybrid switch architecture. It is based on a two-phase contention resolution algorithm. It also supports multicasting. As shown in Figure 11.5, the switch is composed of two internal networks: an optical star transport network, and an electronic control track surrounding the star network. The optical transport network has fixed-wavelength optical transmitters at the input port side, and wavelength-tunable optical receivers at the output port side. There is a unique wavelength associated with each input port. Input and output ports are connected through an optical star coupler. Output port conflicts are resolved by the ring reservation technique [16]. The electronic control network that implements the ring reservation technique is the major track linking input ports, output ports, and a token generator sequentially.

Cells arriving at the input ports are stored in the input buffers after optical-to-electronic conversion. There are two control phases in a cell transmission cycle. In the first phase, input ports write their output port requests into the tokens circulating in the control network. In the second

![Fig. 11.5 STAR-TRACK architecture (basic single track).](image)
phase, the output ports read the tokens and tune their receivers to the appropriate input port wavelengths. Then, the cell transmission starts over the star transport network. The transmission and control cycles are overlapped in time in order to increase throughput. Since each input has a unique wavelength and there is input–output port pair scheduling prior to transmission, cells are transmitted simultaneously without causing contention.

This architecture allows multicasting. However, the throughput of the switch may degrade as the number of multicasting connections increases, due to output port collisions in the first phase. It is shown that this problem can be alleviated by call splitting (i.e., allowing a multicast call to be completed in multiple cell slots). This architecture can support different priority levels for the cell by adding minor tracks into the control network. However, in that case, the token should recirculate among the input ports more than once, depending on the number of priority levels. This will increase the length of the write phase and result in longer cell processing time.

The main drawback of the switch is the sequential processing of the token by input and output ports. As a result, the time taken for the token to travel through the entire ring increases as the size of the switch increases. In the case of multiple priority levels, the recirculation period for the token becomes even longer. Here, HOL blocking is another factor that degrades throughput.

### 11.2.3 Cisneros and Brackett’s Architecture

Cisneros and Brackett [17] proposed a large ATM switch architecture that is based on memory switch modules and optical star couplers. The architecture consists of input modules, output modules, optical star couplers, and a contention resolution device (CRD). Input and output modules are based on electronic shared memories. The architecture requires optical-to-electronic and electronic-to-optical conversions in some stages. Each output module has an associated unique wavelength. As shown in Figure 11.6, the input ports and output ports are put in groups of size $n$, and each group is connected to $n \times m$ or $m \times n$ memory switches, respectively. The interconnection between the input and output modules is achieved by $k$ optical star couplers. There are $k$ tunable laser transmitters and $k$ fixed-wavelength receivers connected to each optical star coupler. In the Figure 11.6, for simplicity, the optical transmitters and receivers are not shown. The cells transmitted through the switch are buffered at the input and output modules. In the proposed architecture, input and output lines transmit cells at the rate of 155.52 Mbit/s. The lines that interconnect the input modules to the optical stars, and the optical stars to the output modules, run at 2.5 Gbit/s. The values of $n$, $k$, $N$, and $m$ are 128, 128, 16,384, and 8, respectively.

The internal routing header of a cell is composed of two fields. One specifies the output module, and the other the port number in that output module. Each input module handles a single queue, in which the incoming
cells are kept in sequence. The input modules, the optical stars, and the output modules are connected as in a three-stage Clos network. However, the working principle is not the same as in the Clos network. Here, each input module sends the output module request of its HOL cell to the CRD. The CRD examines the requests, chooses one cell for each output module, and responds. The cells that won the contention are routed through the first $k \times k$ optical star, and their HOL pointers are advanced. This process is repeated cyclically for each optical star. Cells at the output modules are kept in a sequence depending on which optical star they arrive in. In this architecture, all optical stars are kept busy if the CRD is $m$ times faster than the time for cell transfer by the optical stars. The maximum number of optical couplers is determined from the time required to transfer a cell through an optical star and the time required by the CRD to resolve contention.

In the architecture, the time required for optical-to-electronic conversion, electronic-to-optical conversion, and tuning optical laser transmitters is not considered. All the calculations are mainly based on the time required to transfer a cell through an optical star. The output port contention resolution scheme is very complex, and the electronic controller can become a bottleneck. The switch does not have multicast capability, due to the fixed-wavelength receivers. Moreover, the maximum throughput of the switch is limited to 58% because of the HOL blocking [18].

Fig. 11.6 The switch architecture proposed by Cisneros and Bracket. (© 1991 IEEE.)
11.2.4 BNR Switch

Munter et al. introduced a high-capacity packet switch based on advanced electronic and optical technologies [20]. The main components of the switch are input buffer modules, output buffer modules, a high-speed switching core, and a central control unit, as shown in Figure 11.7. The core switch contains a $16 \times 16$ cross-connect network using optical links running at 10 Gbit/s.

The central control unit receives requests from input buffer modules and returns grant messages. Each request message indicates the number of queued packets in the input buffer module, which is later used to determine the size of burst allowed to transmit to the switch fabric. A connection can only be made when both input and output ports are free. A control bus is used by the free input ports to broadcast their requests, and by the free output ports to return grant messages.

An arbitration frame consists of 16 packet time slots for a $16 \times 16$ core switch. In each slot, the corresponding output port polls all 16 inputs. For example, in time slot 1, output port 1 (if it is idle) will choose the input that has the longest queue destined for output port 1. If the input is busy, another input port that has the second longest queue will be examined. This operation repeats until a free input port is found. If a match is found (free input, free output, and outstanding request), a connection is made for the duration corresponding to the number of packets queued for this connection. So the switch is a burst switch, not a packet switch. In time slot 2, output port 2...
repeats the above operation. The switch capacity is limited by the speed of the central control unit. Packet streams can have a long waiting time in the input buffer modules under a high traffic load.

11.2.5 Wave-Mux Switch

Nakahira et al. introduced a photonic ATM switch based on input–output buffering [21]. Basically, this switch consists of three kinds of modules: the input group module (IGM), switching module (SWM), and output group module (OGM), as shown in Figure 11.8. They are connected by means of fiber optical lines. The inputs are divided into \( p \) groups of size \( n_1 \), and each group is connected to an IGM. The cells arriving through optical lines are first converted to electronic signals by optical-to-electronic converters, and their header information is electrically processed at the header converter in IGMs. Both the header and the payload of the arriving cell are processed and stored in an electronic random access memory (RAM). An optical sorter in each IGM is used to sort the cells with respect to their OGM requests and delivers them to the SWM in one cell slot time.

There are \( p \) optical switches in the SWM. Each optical switch transmits optical wavelength multiplexed cells from IGM to OGM. In each cell time slot, these \( p \) optical switches deliver at most \( p \) trunks of wavelength-multiplexed cells from IGMs, which are destined to the different OGMs. In each cell

\[
\begin{align*}
N_1 &= n_1 \times p \\
N_2 &= n_2 \times q
\end{align*}
\]

Fig. 11.8 Architecture of the wave-mux switch. (©1995 IEEE.)
OGM, it is possible to have the cells with different wavelengths but with the same output port request. This is called output port contention and is solved by the use of an optical buffer. This optical buffer in the OGM is based on the fiber delay line principle. If no competing cells to the same output port are present in the optical buffer, the incoming wavelengths will be sent through the shortest optical fiber line. They are distributed to the tunable filters by an optical switch. Each tunable filter is then tuned to the wavelength of the requested output port.

The proposed optical switch architecture needs complex arbitration to solve the contention problem, not only for the cells in the same IGM but for the cells in the different IGMs as well. This will increase the complexity of control and thus limit the switch size. In this switch, in order to avoid HOL blocking, cells destined to the same OGM can be read out of the RAM with a speedup factor of two. Many optical-to-electronic and electronic-to-optical converters are required in the switching path, increasing the implementation cost.

11.3 THE 3M SWITCH

The WDM ATM multicast (3M) switch is an optically transparent ATM switch [22, 23] By taking advantage of both optical and electronic technologies, it is proposed to route ATM cells through an optical switching plane, while extracting and processing their headers in an electronic plane that controls the optical devices and routes the cells to the proper output port(s).

11.3.1 Basic Architecture

Figure 11.9 shows the architecture of an enhanced $N \times N$ 3M switch, where incoming cells running at 2.5 Gbit/s are optically split into two paths. Cells on the top path remain in the optical domain and are routed through the optical switch plane. Cells on the bottom path are converted to the electronic domain, where their headers are extracted for processing (e.g., finding the output ports for which the cells are destined and finding new VPI/VCI values to replace the old ones). An electronic central controller, as shown in Figure 11.9, performs cell delineation, VCI overwrite, cell synchronization, and routing. The first three functions are implemented in the photonic ATM front-end processor, while the last one is handled by a route controller that routes cells to proper output ports.

As shown in Figure 11.10, the cell format adopted in the system has 64 bytes with 5 bytes of header, 48 bytes of payload, and two guard time fields (with all ones), which are 6 and 5 bytes long, respectively. The guard times are used to accommodate the slow switching of optical devices such as optical tunable filters. The lengths of the guard times between the cells, and between the cell header and the payload, were chosen arbitrarily. Cells are transmitted back-to-back and not carried in SONET frames. Not using SONET
frames eliminates the possibility of having variable gaps between or within cells caused by the need to carry SONET transport and path overhead ranging from 1 to 49 bytes.

The incoming optical cells are first delayed by fiber lines, processed for their headers, and synchronized in the front-end processor before they are sent to the switch fabric. In the switch fabric, cells are converted to different wavelengths by wavelength converters (WCs) that are controlled by the route controller, which keeps track of the available wavelengths in the WDM optical shared memory. It is a fiber-loop memory, as shown in Figure 11.11, and is used to store optical cells until they are ready to be transmitted to the next node. Using a 3-dB directional coupler, cells are coupled into the optical memory and coexist with the existing cells. Accessing cells in the optical memory is done by controlling the $1 \times 2$ space switches (SWi)—for example, SOA gates. The wavelength-division multiplexed cell stream is amplified by an erbium-doped fiber amplifier (EDFA) to compensate power loss when loop- ing in the memory. The cell stream is then demultiplexed by a waveguide.

Fig. 11.9 Architecture of the WDM ATM multicast (3M) switch. (©2000 IEEE.)

Fig. 11.10 Cell format adopted in the system.
grating router (WGR) into $m$ different channels, each carrying one cell. The maximum number of cells (i.e., wavelengths) simultaneously stored in this memory has been demonstrated to be 23 circulations at 2.5 Gbit/s. Cells read from the WDM optical shared memory are broadcast to all $N$ output ports by a $1 \times N$ splitter and selected by the destined output port (or ports, if multicast) through tunable filters that are tuned by the route controller on a per-cell basis. The final WC stage converts cells to their predetermined wavelengths. Other optical loop memory can be found in [25, 26, 27, 28, 29].

Figure 11.12 shows how the shared memory is controlled by a route controller. Signals $R_1$ to $R_4$ carry the output port addresses for which the cells are destined. An idle-wavelength FIFO keeps track of available wavelengths in the memory. When up to four incoming cells arrive, free wavelengths are provided by the idle-wavelength FIFO, and are used to convert incoming cells' wavelengths so they can be written to the loop memory at the same time. These wavelengths are stored in the FIFOs (FIFO 1 to FIFO 4) according to the $R_1$ to $R_4$ values. Since the 3M switch supports multicasting, the same wavelength can be written into multiple FIFOs. All the FIFOs (including the idle wavelength one) have the same depth, storing up to $m$ wavelengths. While the wavelength values are written sequentially (up to four writes in each cell slot) to the FIFOs, the wavelengths of the HOL cells of the FIFOs are read simultaneously, so that up to four cells can be read out.
Fig. 11.12 An optical shared memory controlled by a route controller. (©2000 IEEE.)

simultaneously. They are, in turn, used to control the tunable filters to direct the cells to the proper output ports. The write controller and read controller generate proper signals to coordinate all functional blocks.

The header of an ATM cell carries all necessary information for routing. The photonic ATM front-end processor is designed to extract the cell header and perform the functions, including cell delineation, VCI overwrite, and cell synchronization. The three basic units to perform these functions are described in the following.

11.3.2 Cell Delineation Unit

As shown in Figure 11.9, an optical cell stream is tapped from each input line, converted to electronic format, and sent to the cell delineation unit. Cell delineation is a process used to identify cell boundaries so that the incoming cell stream can be further processed at the cell level by the following units, such as VCI overwrite.

The standard HEC checking mechanism to find cell boundaries is adopted. It takes advantage of the inherent cyclic redundancy check (CRC) coding correlation between the cell header to be protected (the first 4 bytes) and HEC byte (the fifth byte of the cell header). Figure 11.13 shows the state
diagram of cell delineation. Initially, a cell boundary is arbitrarily assumed and checked by performing a polynomial division bit by bit in the HUNT state (Figure 11.13). If the remainder (the syndrome) for a complete calculation is zero, then this boundary is assumed to be correct. Otherwise, shift a bit from the data stream and repeat the operation until the syndrome is zero. Once a cell boundary is determined, it is then confirmed cell by cell for eight consecutive times in the PRESYNC state before the cell boundary is claimed to be found. It then goes to the SYNC state. Once in the SYNC state, the cell boundary is claimed to be lost when seven consecutive mismatches occur. As a result, the above procedure for cell delineation will start over again (from the HUNT state).

As shown in Figure 11.14, to reduce the high-speed circuit requirement, the serial bit stream at 2.5 Gbit/s is first converted to 16-bit parallel words (155 Mbit/s) through a serial-to-parallel converter. A 16-bit parallel format of the CRC circuit is used to perform polynomial division, and the syndrome is checked every three word clock cycles. An HPS (HUNT, PRESYNC, and SYNC) finite state machine performs the state transition between HUNT, PRESYNC, and SYNC states in Figure 11.13. If a syndrome equals zero, then the finite state machine goes to the PRESYNC state from the HUNT state and disables a set of control and shift circuits by a signal Y. Otherwise,
the finite state machine notifies the control and shift circuits to inhibit a bit or a byte every three cell clock cycles. Once the cell boundary is confirmed, the state machine goes to the SYNC state and sends a signal $X$ to create a cell clock, which indicates the location of the cell boundary. The cell clock and signal $X$ are passed to the VCI-overwrite unit together with the old VPI/VCI and the word clock.

Identifying cell boundaries for a back-to-back cell stream at 2.5 Gbit/s without using SONET frames is much more difficult than in the case where cells are carried over SONET frames. When an error HEC is detected in the HUNT state, a clock pulse at 2.5 GHz (or 200 ps) is masked and the HEC hunting process is restarted, rather than shifting one byte as in the case where cells are carried over SONET frames.

### 11.3.3 VCI-Overwrite Unit

Once cell boundaries are recognized and confirmed by the cell delineation unit, the state machine moves to the SYNC state and enables the VCI-overwrite unit with the cell clock and signal $X$, as shown in Figure 11.15. The main function of this unit is to overwrite the VPI/VCI field of the incoming cell header in the optical domain. The VCI-overwrite unit performs table lookups in the electronic domain, converts the new VPI/VCI to an optical signal, and replaces the old VPI/VCI by using a $2 \times 1$ optical switch. The routing table (i.e., VPI/VCI translation table) is preprogrammed manually.
The challenge is to handle the high-speed overwriting at the bit rate of 2.5 Gbit/s with each bit only 400 ps long. It is solved by using electronic variable delay lines (programmable delay) to compensate for the time difference between the old header and the new header.

As shown in Figure 11.15, the new header obtained from the table lookup is converted to a serial format by a parallel-to-serial converter. It is then used to control a laser driver to drive a DFB laser diode that generates the cell header in the optical domain. The new header replaces the old one using a $2 \times 1$ optical switch that is controlled by a 6-byte-wide pulse in every cell time slot. The successfully overwritten cells are sent to fiber delay lines in the cell synchronization unit.

11.3.4 Cell Synchronization Unit

The cell synchronization unit is used to align the phases of incoming ATM cells in the optical domain. The synchronization issue is also addressed in [30]. Burzio et al. [31] and Zucchelli et al. [32] have implemented a two-stage cell synchronizer (coarse and fine synchronizer) at the rate of 622 Mbit/s. The former uses a few slow thermo-optic $2 \times 2$ switches to control the cells.
Fig. 11.16 Block diagram of the cell synchronization unit.

through different fiber delay lines. The latter uses a tunable wavelength converter to convert the wavelength of the cells so as to finely adjust the delay along a highly dispersive fiber.

In the 3M switch, synchronization is done at two levels. The cell contention resolution, VPI/VCI overwrite, and cell read (write) from (to) the loop memory are executed at the cell level, while the interaction between electronic and optical signals is at the bit level. For instance, cell header overwrite is done optically at the bit level. Furthermore, synchronization among the incoming optical cells is achieved at 1/4 bit.

The cell synchronization unit in Figure 11.16 is used to optically align cells from different inputs to the extent of 1/2 bit (100-ps, or 2-cm, optical delay line at 2.5 Gbit/s) before they are further processed in the switch fabric. Because of the stringent timing requirement, control is divided into two steps. A coarse adjustment circuit controls the first nine stages of the optical delay elements and adjusts the phases of incoming cells down to the bit level. A fine adjustment circuit controls the last two stages and further adjusts the phase down to 1/4 bit.

Each stage of the optical delay element consists of a Y-junction SOA gate, a combiner, and a fiber delay line with a delay of $T/2^n$ (where $T$ is one cell time and $n$ is from 1 to 11). There are challenging issues in the optical delay
line fabrication, such as polarization, noise reduction, coherent crosstalk, and power stabilization. InP-based semiconductor Y-junction switches have been implemented for the delay units.

The cell clock generated in the cell delineation unit indicates the cell boundaries. By comparing the cell clock with a reference clock generated by the system, a 9-bit digitized timing difference can be obtained by using a 9-bit counter in the coarse adjustment circuit. Signals C1 to C9 control the nine switching stages (each consisting of two SOA gates) to determine if each cell should pass the fiber delay line or not. As shown in Figure 11.17, three important timing signals S1 to S3 are generated by the timing signal generator. S1, shown in Figure 11.18, is used to enable the 9-bit counter at the beginning of the Cell clk. As the 9-bit counter is incremented by the bit clock, its output is sampled and latched at the next rising edge of the Ref clk. Thus, the latch value (C1 to C9) indicates the phase difference between the Cell clk and the Ref clk at bit level.

However, to identify the timing difference for less than one bit is challenging. A novel sampling technique is adopted to adjust the phase down to 100 ps without using a 10-GHz clock. The signal S2, a variant Cell clk that is aligned with the bit clock as shown in Figure 11.18, is used as a sample clock to determine the phase difference between the Cell clk and the Ref clk at the sub-bit level. The signal S3 mimics the Cell clk but with a shorter duration and is used to produce four similar signals (F0 to F3), each separated by 100 ps. The signal S2 then samples the signals F0 to F3 as shown in the fine delay comparator (Fig. 11.19). The sampled outputs D0 to D3 show the phase difference within a bit. For instance, the sampled value in Figure 11.18 is 1100, corresponding to a phase difference of 100 ps. Note that the actual phase difference can be anywhere between 100 and 200 ps. Since the resolution is 100 ps, the phase adjustment error is limited to 100 ps.
Fig. 11.18 Sample timing of the fine adjustment circuit (1 bit).

Fig. 11.19 Fine delay comparator.
Table 11.1 shows the mapping of the fine sampled value (D0 to D3) to the last two bits of the delay line control (C10, C11).

With different combinations of C1 to C11, the optical delay elements are tuned to insert the desired delay needed to align the phase of incoming cells. For example, with \([C_1, C_2, \ldots, C_{11}] = [1, 0, 1, 0, 0, 0, 0, 0, 0, 1]\), a total delay of \(T/2 + T/2^3 + T/2^{11}\) (the last term is \(\frac{1}{4}\) bit) is added by the cell synchronization unit.

### 11.4 OPTICAL INTERCONNECTION NETWORK FOR TERABIT IP ROUTERS

#### 11.4.1 Introduction

The tremendous increase in the speed of data transport on optical fibers has stimulated a large demand for gigabit multimedia services such as distance learning and video conferencing. The Internet, capable of supporting various information transport with the robust and reliable Internet protocol (IP), is widely considered as the most reachable platform of next-generation information infrastructure [33]. The key to the success of next-generation Internet (NGI) lies in the deployment of terabit IP routers to meet the exponential growth of multimedia traffic.

Although several large-capacity routers have been proposed [34, 35, 36, 37, 38, 39, 40, 41, 42, 43], building an IP router with multiterabit-per-second capacity still remains to be seen. The challenges of building a terabit IP router include: (1) implementing a large-capacity switch fabric providing high-speed interconnection for a number of smaller-capacity routing modules (RMs), and (2) devising a fast arbitration scheme resolving output contention within stringent time constraint while achieving high throughput and low delay.

By combining the strength of both optical and electronic technologies, a terabit packet switch architecture is proposed to use a nonblocking bufferless optical interconnection network (OIN) to interconnect multiple electronic RMs. The reason that an OIN is used rather than an electronic interconnection network (EIN) is to reduce the number of interconnection wires and to eliminate the problem of electrical–magnetic interference in the EIN. The
OIN takes advantage of the WDM technology by carrying multiple packets on different wavelengths and thus providing a large bandwidth for each interconnection fiber. As a result, the total number of interconnection wires is dramatically reduced.

The OIN uses a hierarchical broadcast-and-select approach to interconnect a number of optical transmitters and receivers. As the dense WDM technology matures, multiplexing 100 wavelengths in the 1550-nm window and amplifying them simultaneously become feasible [7]. In addition, the advance of the optical hybrid integration of planar lightwave circuits (PLCs) and semiconductor devices makes an optical system more cost-effective [44, 45, 46]. Thus, the OIN based on WDM and optical hybrid integration techniques will play an important role in providing terabit-per-second switching capacity. One of its challenges is to synchronize optical data signals and electronic control signals. A couple of bits may be used as a guard time to circumvent the slower switching speed of optical devices. An adjustable electronic delay circuit can always be added to the control signals so that they can be tuned to align with the optical data signals.

In order to meet the stringent time constraint imposed on IP forwarding, especially IP table lookup, the operation of IP forwarding is separated from the construction of routing tables and the execution of routing protocols. IP forwarding is implemented in hardware at each RM, while the construction of routing tables and the execution of routing protocols is handled by the route controller (RC). Currently an Internet backbone router can have more than 40,000 routes in its routing table [47]. As the number of routes is still increasing, computing and maintaining the routing tables by the RC becomes more and more challenging. One solution could be using multiple RCs and interconnecting them to achieve both higher processing speed and load balancing. The RMs and the RCs can be interconnected either using dedicated buses, such as the peripheral component interconnect (PCI) bus, or through a core switch fabric, such as the OIN.

Input and output buffering together with internal speedup is used to achieve high switch performance and low loss rate at a reasonable complexity. Purely input buffering suffers HOL blocking [18] and thus has low throughput and large delay. In contrast, purely output buffering has the best delay–throughput performance, but is limited in size by the memory speed constraint. Input/output buffering and doubling of the switch’s internal speed are used to achieve almost 100% throughput and low average input buffer delay.

A novel Ping-Pong arbitration (PPA) scheme [19] is proposed to resolve output port contention for both unicast and multicast packets. The basic idea is to divide the inputs into groups and apply arbitration recursively. The recursive arbiter is hierarchically structured, consisting of multiple small-size arbiters at each layer. The arbitration time of an $N$-input switch is proportional to $\log_2(N/2)$, when every four inputs are grouped at each layer. For a 256-input arbiter, our scheme can reduce the arbitration time to 11 gates delay, less than 5 ns using the current CMOS technology (much less than the
51.2 ns required for 64-byte segments transmitted at 10 Gbit/s, demonstrating that arbitration is no longer a bottleneck that limits the switch capacity.

### 11.4.2 A Terabit IP Router Architecture

Figure 11.20 depicts four major elements in the terabit IP router [24]: the OIN supporting nonblocking and high-capacity switching, the Ping-Pong arbitration unit (PAU) resolving the output contention and controlling the switching devices, the RMs performing IP packet forwarding, and the RC constructing routing information for the RMs. There are two kinds of RM: input RM (IRM) and output RM (ORM). Both the IRMs and the ORMs implement IP packet buffering, route (table) lookup, packet filtering, and versatile interfaces, such as OC-3, OC12, OC-48, and Gigabit Ethernet. The interconnection between the RC and the RMs can be implemented with dedicated buses or through the OIN. Figure 11.20 simply illustrates the bus-based approach.

#### 11.4.2.1 Speedup

The fixed-length segment switching technique is commonly adopted in high-capacity IP routers to achieve high-speed switching and better system performance.

Figure 11.21(a) suggests that a speedup factor of two is required to achieve nearly 100% throughput under bursty traffic with geometric distribution and an average burst size of 10 packet segments. Figure 11.21(b) shows the corresponding average delay. The total average delay of input and output queuing is very close to the theoretical bound of purely output queuing. The input delay is an order smaller than the total delay, hinting that an input-
queued switch with speedup 2, on average, will perform as nearly well as a purely output-queued switch.

The speedup induces more challenges in two aspects: (1) doubling the switch transmission speed to 10 Gbit/s, and (2) halving the arbitration time constraint. The first challenge can be easily met with optical interconnection technology, while the second can be met by the PPA scheme described in Section 11.4.5.
11.4.2.2 Data Packet Flow A data segment unit of 64 bytes is chosen to accommodate the shortest IP packets (40 bytes). Variable-length IP packets are segmented before being passed through the switch. Figure 11.22 depicts the flow of packets across the router. A simple round-robin (RR) packet scheduler is used at each input line interface (ILI) to arrange the packet arrivals from different interfaces (see also Fig. 11.20). It uses a FIFO buffer per interface to store incoming packets. Since the output line speed of the scheduler depends on all interfaces, it can be shown that the maximum packet backlog at each input line FIFO is just twice the maximum IP packet size, so the same large buffer can be chosen to avoid any packet loss.

The output packets of the scheduler enter the input switch interface (ISI) in which packet segmentation takes place. While a packet is being segmented, its IP header is first checked by the input packet filter (IPF) for network security and flow classification (i.e., inbound filtering), as shown in Figure 11.20. Afterwards, the header is sent to the input forwarding engine (IFE) for IP table lookup, deciding which ORM(s) this packet is destined for.

Data segments are stored in a FIFO while waiting for arbitration before being forwarded through the OIN. The forwarding sequence is packet by packet, not cell by cell, for each ISI, in order to simplify the reassembly. The input port number is added to each segment before it enters the OIN for ensuring correct packet reassembly at output ports.

Segments of a packet arriving at an output port may be interleaved with those from other input ports. While a packet is being reassembled, its IP
header can be sent to the output packet filter (OPF) for outbound filtering and then to the output forwarding engine (OFE) for another IP route lookup to decide which outgoing interface(s) this packet should be destined for. The packets are then broadcast at the output line interface (OLI) to all desirable interfaces. Each interface can maintain two FIFOs supporting two traffic priorities: real-time (RT) and non-real-time (NRT) packets.

11.4.3 Router Module and Route Controller

The RMs interconnected by the OIN perform packet forwarding in a distributed manner, as shown in Figure 11.20. The tasks of running unicast and multicast routing protocols and other control protocols are carried out by the RC centrally in order to expedite the data transport at each RM. Each RM mainly consists of input/output line interface (ILI/OLI), switch interface (ISI/OSI), packet filter (IPF/OPF), and forwarding engine (IFE/OFE). The line interfaces terminate OC3, OC12, OC-48, or Gigabit Ethernet connections. The switch interfaces bridge the line interfaces and the OIN for switching. The packet filters check inbound and outbound packets for network security and flow classification. The forwarding engines perform distributed IP route lookup. Below the forwarding engines and the switch interfaces are now described.

11.4.3.1 Input and Output Forwarding Engines

The IP route lookup function is performed by the IFE and the OFE in each IRM and ORM, respectively, as shown in Figure 11.20. Several high-speed route lookup techniques have recently been proposed [48, 49, 50, 47, 51]. IFEs and OFEs show slight difference in performing packet forwarding.

An IFE, when receiving an incoming packet, will first validate its IP header. If the header is invalid, the packet is simply discarded. Otherwise, the IFE will determine whether this packet belongs to control messages or data, and then proceed accordingly. For control messages, the IFE forwards the packet via a control path, such as a PCI bus, or through the OIN to the RC. For data, depending on whether this packet is for unicast or multicast, the IFE will perform unicast or multicast table lookup, find out its destined ORM(s), and pass this information to the ISI. The ISI will then forward the packet via the OIN to the ORM(s), as will be described in Section 11.4.3.2.

Since the control messages are handled by IFEs, OFEs deal with data only. Refer to Section 11.4.2.2. An OFE performs similar IP route lookup for received packets, determines their outgoing interfaces to the next-hop router or host, and passes this information to the OSI. The OSI will then forward each packet to its outgoing interface(s), as will be described in the following.

11.4.3.2 Input and Output Switch Interfaces

Figures 11.23 and 11.24 depict the components and the functions within an ISI and an OSI, respectively. The functions of an ISI include: (1) packet segmentation, (2) buffering
of data segments, and (3) controlling the segment forwarding at the input port of the OIN. While a packet starts being segmented, its IP header is extracted and sent to the IPF for inbound filtering, then to the IFE, which handles IP table lookup and outputs the destination information [called the multicast pattern (MP)] of the packet into a MP FIFO. Meanwhile, a one-bit header is added to each segment to indicate whether it is the last segment of a packet. This information is used to determine the packet boundary. The segments are buffered in a data FIFO with its HOL segment entering the IPC for transmission. The IPC fetches the multicast pattern from the MP FIFO whenever the first segment of a packet comes. In every time slot, the IPC keeps sending the request signals to the PAU, waiting for the grant signals, and updating the multicast pattern for preparing the next request. If all requests are granted, which means the current segment has been forwarded to all its destinations, then the IPC reads a new segment from the
data FIFO and checks if it is the first segment of a packet. If not, the current MP is used for the segment. If so, the IPC gets a new MP from the MP FIFO and repeats the procedure. Upon being transmitted in the OIN, each segment is marked with a number identifying the input port in order to facilitate packet reassembly at the outputs.

At each OSI, data segments from the OIN are stored in the data segment memory, which is organized as linked lists connecting all segments of each packet as in a shared-memory switch. There is an idle-pointer FIFO keeping the unused memory pointers. A separate pointer memory indexed by the input port number is used to store the head and tail pointers of the linked lists of the packets being transmitted over the OIN to the output. Once all segments of a packet have arrived, the entire linked list is completed and the segment header processor (SHP) will forward its head pointer to the head pointer FIFO for packet departure scheduling. The head and tail pointers of the packet, which are no longer necessary, will be deleted from the pointer memory to prepare for the next packet arrival from the same input port. The head pointer FIFO keeps the packets in the order of their (last segments’) arrival times. The packet reassembly unit (PRU) fetches the HOL packet and schedules its segment transmission.

### 11.4.3.3 Route Controller

The RC in the router performs three main tasks: (1) executing routing protocols (such as RIP and DVMRP) and other control protocols (such as ICMP, IGMP, and SNMP), exchanging control messages via the RMs with neighbor routers and network management servers, and maintaining a routing information base (RIB) in the system; (2) based on the RIB, computing, updating, and distributing the IP unicast or multicast forwarding table (also called the forwarding information base (FIB)) for every RM; and (3) performing packet filter management. All the communications are through a control plane, which can be implemented either by a specific bus, such as a PCI bus, or by the core switch, such as the OIN.

Because trace data collected from a major Internet service provider (ISP) backbone router indicate that a few hundred updates can occur per second in the worst case, with an average of 1.04 updates per second [50], the RC needs to perform fast FIB updates. These include the operations of inserting a new route entry, modifying an old entry with new information such as new or additional outgoing interface(s) for this route, and removing an old entry due to timeout or route changes. Besides, since FIBs are usually organized in a treelike data structure in order to facilitate fast searching, changing a single route can affect a large number of relevant entries in an FIB. Many FIBs are to be updated if they all have this route entry.

To resolve the above challenge, it is suggested to let the RC directly access to each FIB rather than periodically download the full table to each RM, especially when there are only minor changes in the table. Consider the unicast case. Suppose each table size is 32 Mbyte [50]. The width of a PCI
bus is 64 bits, its frequency is 66 MHz. Simply downloading all $2 \times 256$ tables will take about 31 seconds, which is unacceptably large.

On the other hand, multiple RCs can be arranged in a hierarchical way to provide load balancing. One of the RCs can be responsible for maintaining a common RIB shared by the others in the system. Each RC will handle a number of RMs and this number depends on the processing power of the RC and the bandwidth of the interconnection (i.e., control plane) between the RCs and the RMs. The traffic on the control plane include routing information, network control messages, FIB updates, packet filter management messages, and other local hardware monitoring and diagnosis messages.

Another challenge is to design an efficient control structure for interconnecting the RCs and the RMs. One can either separate the control plane and data plane or let both share a common plane, such as the OIN, where control traffic should have higher priority than data. The advantage of using separate planes is to reduce the complexity of switch interconnection management and to improve the data throughput performance. Besides, the router will have better scalability in that the design of control plane and data plane can be optimized separately.

### 11.4.4 Optical Interconnection Network

Figure 11.25 shows the proposed $256 \times 256$ OIN, which can easily provide the multicast function due to its broadcast-and-select property. The OIN consists of two kinds of optical switching modules: input optical modules (IOMs) and output optical modules (OOMs). There are 16 of each kind in the OIN. Each IOM uses the same set of 16 different wavelengths ($\lambda_1$ to $\lambda_{16}$); each of the 16 input links at an IOM is assigned a distinct wavelength from the set, which carries packet segments under transmission. In each time slot, up to 16 packet segments at an IOM can be multiplexed by an arrayed-waveguide grating (AWG) router. The multiplexed signal is then broadcast to all 16 OOMs by a passive $1 \times 16$ splitter.

At each OOM, a $16 \times 16$ fully connected switching fabric performs the multicast switching function by properly controlling the semiconductor optical amplifier (SOA) gates. There are a total of 256 SOA gates in each OOM. At most 16 of them can be turned on simultaneously. The tunable filter, controlled by the PAU, is used to dynamically choose one of the 16 wavelengths in every time slot. As illustrated in Figure 11.26, it is assumed that a packet segment from the $k$th input link of the $i$th IOM is destined for the $q$th and 16th output links of the $j$th OOM, where $1 \leq i, j, k, q \leq 16$. These two multicast connections are established by turning on the SOA gates with index $(i, j, q)$ and $(i, j, 16)$ only (the others are turned off). The tunable filters at the $q$th and 16th output links of the $j$th OOM are turned on with index $k$, which is provided by the PAU.
Fig. 11.25 256 × 256 optical interconnection network.

11.4.4.1 Input Optical Module  The IOMs carry packets at 10 Gbit/s. At each IOM, distributed Bragg reflector (DBR) or distributed feedback (DFB) laser arrays can be used as the laser sources between 1525 and 1565 nm to match the gain bandwidth of commercially available EDFAs. Each EDFA can amplify multiple wavelengths simultaneously. Each input link of an IOM is connected to a laser with fixed wavelength.

To improve the chirp performance, a DFB laser diode integrated with an external modulator (EM) operating at 10 Gbit/s has been fabricated [52]. To ensure output power levels and chirp performance, an SOA and EMs can be integrated with the DFB laser arrays [53]. This monolithically integrated WDM source is able to provide multiwavelength capability and significantly reduce the cost per wavelength. In addition, it can also eliminate the alignment of fibers to individual lasers, reduce component count and coupling loss between components, and increase the reliability.
11.4.4.2 Output Optical Module  Each 16 x 16 switching fabric should be capable of connecting simultaneously two or more IOMs to all tunable filters at an OOM, so it needs to have broadcast capability and to be strictly nonblocking. As shown in Figure 11.26, a space switch can meet this requirement simply and can be constructed by using SOA gates.

In addition to their fast switching function (~ 1 ns), SOA gates can provide some gain to compensate the coupling loss and splitting loss caused by the splitters and combiners and the connection between discrete optical devices. Furthermore, SOA gates can be monolithically integrated with the passive couplers to enhance the reliability and loss performance between components.

11.4.4.3 Tunable Filters  Tunable filters are used to perform wavelength selection in the OIN. Three possible ways to implement the tunable filter are considered here.
**Type-I Tunable Filter:** The type-I tunable filter, as shown in Figure 11.27, performs the wavelength selection in the electrical domain. Each output of a 16 x 16 switching fabric is connected to a 1 x 16 AWG router, which is made from high-index indium phosphide (InP) material and is capable of demultiplexing 16 wavelengths in the 1550-nm window. Figure 11.28 shows the connectivity of a 16 x 16 AWG router. For example, if the WDM signal enters the 7th input port of the AWG router, only the 14th wavelength will be sent out through the 8th output port. Each demultiplexed wavelength is detected through a high-speed signal detector. Each detector has a laser waveguide structure and can be monolithically integrated with the AWG router, thus increasing the reliability and reducing the packaging cost of the AWG router. Finally, a 16 x 1 electronic selector is used to select the desired signal from the 16 detectors. The selector is controlled by the 4-bit control signal from the PAU. An alternative electronic selector is the InP-based optoelectronic integrated circuit (OEIC) receiver array [54], which operates at 10 Gbit/s per channel and integrates 16 p-i-n photodiodes with a heterojunction bipolar transistor (HBT) preamplifier.

**Type-II Tunable Filter:** The type-II tunable filter, as shown in Figure 11.29, performs the wavelength selection optically. It has two AWGs. The first one, 1 x 16, performs the demultiplexing, while the second, 16 x 1, performs the multiplexing. By properly controlling the SOA gates, only one of the 16 wavelengths is selected. The selected wavelength passes through the second AWG and then is converted into an electronic signal by a detector. A PLC-PLC direct attachment technique [55] can be used to construct this type of tunable filter and to
integrate the AWG routers and the SOA gates. This hybrid integration of PLC and SOA gates can reduce the coupling loss and increase the reliability.

**Type-III Tunable Filter:** The type-III tunable filter, as shown in Figure 11.30, performs the wavelength selection optically. In contrast with the type-II filter, it uses only one 16 × 16 AWG router. Any one of the 16 wavelengths can be selected through its specific combination of SOA.
Fig. 11.30 Type-III tunable filter.

<table>
<thead>
<tr>
<th>Input Port</th>
<th>Output Port</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 11.31 Connectivity of type-III tunable filter.

gates at the input and output sides of the AWG router [56]. Figure 11.31 shows a way to choose any one of the 16 wavelengths. The $16 \times 16$ AWG router will route a wavelength $\lambda_k$ from input port $x$ ($x = 1, \ldots, 16$) to output port $y$ ($y = 1, \ldots, 16$), where $k = (x + y - 1) \mod 16$. For example, $\lambda_2$ will be selected as the output by turning on the 3rd SOA gate at the input side and the 5th SOA gate at the output side of the AWG router, respectively. The number of SOA gates in the type-III tunable filter is reduced by half; only 8 SOA gates (4 at the input and 4
at the output) are used instead of 16 SOA gates in the type-II tunable filter. However, compared to type-I and type-II tunable filters, the type-III tunable filter has more power loss, caused by the $1 \times 4$ splitter and the $4 \times 1$ combiner.

11.4.5 Ping-Pong Arbitration Unit

As shown in Figure 11.20, a centralized PAU is used in our router. The arbitration is pipelined with packet segment transmission in the OIN. In other words, while a HOL segment is being transmitted via the OIN, the segment next to it is also sending a request to the arbitration unit. In order to minimize the delay of forwarding multicast request signals, 256 parallel arbiters are used, each of which is associated with one output and handles 256 input request signals. The 256 incoming multicast request signals must be handled simultaneously within one time slot, that is, 51.2 ns for a 64-byte data segment sent at 10 Gbit/s.

11.4.5.1 Principles of Ping-Pong Arbitration Consider an $N$-input packet switch. To resolve its output contention, a solution is to use an arbiter for each output to fairly select one among those incoming packets and send back a grant signal to the corresponding input. The arbitration procedure is as follows:

1. During every arbitration cycle, each input submits a one-bit request signal to each output (arbiter), indicating whether its packet, if any, is destined for the output.
2. Each output arbiter collects $N$ request signals, among which one input with active request is granted according to some priority order.
3. A grant signal is sent back to acknowledge the input.

Here, the second step that arbitrates one input among $N$ possible ones is considered.

A simple RR scheme is generally adopted in an arbiter to ensure fair arbitration among the inputs. Imagine there is a token circulating among the inputs in a certain ordering. The input that is granted by the arbiter is said to grasp the token, which represents the grant signal. The arbiter is responsible for moving the token among the inputs that have request signals. The traditional arbiters handle all inputs together, and the arbitration time is proportional to the number of inputs. As a result, the switch size or capacity is limited by the available amount of arbitration time.

Here, it is suggested to divide the inputs into groups. Each group has its own arbiter. The request information of each group is summarized as a group request signal. Further grouping can be applied recursively to all the group request signals at the current layer, forming a tree structure, as illustrated in Figure 11.32. Thus, an arbiter with $N$ inputs can be constructed using multiple small-size arbiters (ARs) in each layer. Different group sizes can be used.
Assume $N = 2^k$. Figure 11.32 depicts a $k$-layer complete binary tree with a group size of two when $k = 4$. Let AR2 represent a two-input AR. An AR2 contains an internal flag signal that indicates which input is favored. Once an input is granted in an arbitration cycle, the other input will be favored in the next cycle. In other words, the granted request is always chosen between left (input) and right alternately. That is why it is called Ping-Pong arbitration. The first layer consists of $2^{k-1}$ arbiters called leaf AR2s. The next $k - 2$ layers consist of arbiters called intermediate AR2s, $2^{k-i}$ of which are in layer $i$. Finally, the last layer consists of only one arbiter called the root AR2.

Every AR2 has two request signals. An input request signal in layer $i$ is the group request signal of $2^{i-1}$ inputs and can be produced by OR gates either directly or recursively. The grant signal from an AR2 has to be fed back to all the lower-layer AR2s related to the corresponding input. Therefore, every leaf or intermediate AR2 also has an external grant signal that ANDs all grant signals at upper layers, indicating the arbitration results of upper layers. The root AR2 needs no external grant signal. At each leaf AR2, the local grant signals have to combine the arbitration results of the upper layer (i.e., form its external grant signal) and provide full information on whether the corresponding input is granted or not.

One important use of the external grant signal is to govern the local flag signal update. If the external grant signal is invalid, which indicates that these two input requests as a whole are not granted at some upper layer(s), then
Fig. 11.33 Comparison of the PPA with FIFO + RR and output queuing: switch throughput and total average delay for a speedup factor of two.
the flag should be kept unchanged in order to preserve the original preference. As shown in Figure 11.32, the external grant signal of a leaf AR2 can be added at the final stage to allow other local logical operations to be finished while waiting for the grant signals from upper layers, which minimizes the total arbitration time.

Suppose \( N \) inputs are served in increasing order of their input numbers, i.e., \( 1 \rightarrow 2 \rightarrow \cdots \rightarrow N \rightarrow 1 \) under a RR scheme. Each AR2 by itself performs RR service for its two inputs. The Ping-Pong arbitration consisting of the tree of AR2s shown in Figure 11.32 can serve the inputs in the order of \( 1 \rightarrow 3 \rightarrow 2 \rightarrow 4 \rightarrow 1 \) when \( N = 4 \), for instance, which is still RR, if each input always has a packet to send and there is no conflict between any of the input request signals. Below its performance is shown by simulations.

11.4.5.2 Performance of PPA

The performance of the PPA, FIFO + RR (FIFO for input queuing and RR for arbitration), and output queuing is compared here. A speedup factor of two is used for PPA and FIFO + RR. Simulation results are obtained from a \( 32 \times 32 \) switch under uniform traffic (the output address of each segment is equally distributed among all outputs) and under bursty traffic (on-off geometric distribution) with an average burst length of 10 segments. The bursty traffic can be used as a packet traffic model with each burst representing a packet of multiple segments destined for the same output. The output address of each packet (burst) is also equally distributed among all outputs.

Figure 11.33 shows the throughput and total average delay of the switch under various arbitration schemes. It can be seen that the PPA performs comparably to the output queuing and the FIFO + RR. However, the output queuing is not scalable, and the RR arbitration is slower than the PPA. The overall arbitration time of the PPA for an \( N \)-input switch is proportional to \( \log_4[N/2] \) when every four inputs are grouped at each layer. For instance, the PPA can reduce the arbitration time of a \( 256 \times 256 \) switch to 11 gate delays, less than 5 ns using the current CMOS technology.

11.4.5.3 Implementation of PPA

Multiple small arbiters can be recursively grouped together to form a large multilayer arbiter, as illustrated in Figure 11.32. Figure 11.34 depicts an \( n \)-input arbiter constructed by using \( pq \)-input arbiters (AR-\( q \)), from which the group request and grant signals are incorporated into a \( p \)-input arbiter (AR-\( p \)). Constructing a \( 256 \)-input arbiter starting from two-input arbiters as basic units is shown below.

Figure 11.35 shows a basic two-input arbiter (AR2) and its logical circuits. The AR2 contains an internally feedbacked flag signal, denoted by \( F_i \), that indicates which input is favored.\(^1\) When all \( G_i \) inputs are 1 (indicating that the two input requests \( R_0 \) and \( R_1 \) as a whole are granted by all the upper layers), once one input is granted in an arbitration cycle, the other input will be favored in the next cycle, as shown by the truth table in Figure 11.35(a). This mechanism is maintained by producing an output flag signal, denoted by
Fig. 11.34  Hierarchy of recursive arbitration with \( n = pq \) inputs.

\( F_o \), feedbacked to the input. Between \( F_o \) and \( F_i \) there is a D flip-flop which functions as a register forwarding \( F_o \) to \( F_i \) at the beginning of each cell time slot. When at least one of the \( G_s \) inputs is 0, indicating the group request of \( R_0 \) and \( R_i \) is not granted at some upper layer(s), we have \( G_0 = G_i = 0 \), \( F_o = F_i \), that is, the flag is kept unchanged in order to preserve the original preference. As shown in Figure 11.35(b), the local grant signals have to be \( \text{ANDed} \) with the grant signals from the upper layers to provide full information whether the corresponding input is granted or not. \( G_s \) inputs are added at the final stage to allow other local logical operations to be finished in order to minimize the total arbitration time.

A four-input arbiter module (AR4) has four request signals, four output grant signals, one outgoing group request, and one incoming group grant signal. Figure 11.36(a) depicts our design of an AR4 constructed by three AR2s (two leaf AR2s and one intermediate AR2; all have the same circuitry), two two-input OR gates, and one four-input OR gate. Each leaf AR2 handles a pair of inputs and generates the local grant signals while allowing two external grant signals coming from upper layers: one from the intermediate AR2 inside the AR4, and the other from outside AR4. These two signals directly join at the AND gates at the final stage inside each leaf AR2 for minimizing the delay. Denote by \( R_{ij} \) and \( G_{ij} \) the group request signal and the group grant signal between input \( i \) and input \( j \). The intermediate AR2 handles the group requests \( R_{0j} \) and \( R_{23} \) and generates the grant signals \( G_{0i} \) and \( G_{23} \) to each leaf AR2 respectively. It contains only one grant signal, which is from the upper layer for controlling the flag signal.

As shown in Figure 11.36(b), an AR16 contains five AR4s in two layers: four in the lower layer handling the local input request signals, and one in the upper layer handling the group request signals.

\(^1\)When the flag is LOW, \( R_0 \) is favored; when the flag is HIGH, \( R_1 \) is favored.
Figure 11.35 (a) A two-input arbiter (AR2) and its truth table; (b) its logic circuits. (©1999 IEEE.)

Figure 11.37 illustrates a 256-input arbiter (AR256) constructed from AR4s, and its arbitration delay components. The path numbered from 1 to 11 shows the delay from when an input sends its request signal till it receives the grant signal. The first four gates delays (1–4) constitute the time for the input's request signal to pass through the four layers of AR4s and reach the root AR2, where one OR-gate delay is needed at each layer to generate the request signal [see Figure 11.36(a)]. The next three gate delays (5–7) constitute the time while the root AR2 performs its arbitration [see Figure...
Fig. 11.36 (a) A 4-input arbiter (AR4) and (b) a 16-input arbiter (AR16) constructed from five AR4s. (©1999 IEEE.)

11.35(b)]. The last four gate delays (8–11) constitute the time for the grant signals in the upper layers to pass down to the corresponding input. The total arbitration time of an AR256 is then 11 gate delays. It thus follows that the arbitration time \( T_n \) of an \( n \)-input arbiter using such implementation is

\[
T_n = 2 \log_4 \left( \frac{n}{2} \right) + 3. \tag{11.1}
\]

11.4.5.4 Priority PPA Among the packets contending for the same output, those from real-time sessions are more delay-sensitive than the others from non-real-time sessions, so they should have higher priority. Therefore, sessions (and thus their packets) with various QoS requirements need to be
assigned different levels of service priority. Below it is shown how to enhance the PPA for handling priority.

Two priority representations are used in our design for transfer efficiency and arbitration convenience, respectively. Suppose $p$ levels of priority are supported. An input has altogether $p + 1$ states (including the case of no request), which can be represented by using $\lceil \log_2 (p + 1) \rceil$ bits. The interlayer request information could be transferred either in series using one line or in parallel using multiple lines, depending on the tradeoff chosen between delay and pin count complexity. The serial–parallel format transformation can be realized by using shift registers.

A group of $p$ lines is used in the second representation. At most one of them is HIGH, indicating that there is one request at the corresponding level of priority. There will be no request if all output lines are LOW.
Fig. 11.38  Demonstration of priority handling with parallel arbitration: seven priority levels and 16 inputs.

Our solution to multipriority arbitration relies on a group of parallel single-priority arbiters to resolve the contention at each level of priority simultaneously. Multiple single-priority arbiters are necessary to maintain the arbitration states (states of the flip-flops) for each level of priority, which will be changed only when an input request at this priority level is granted. A preprocessing phase and a postprocessing phase are then added, as demonstrated in Figure 11.38, with a multipriority arbiter, which handles 16 inputs and seven levels of priority. A decoder is used at each input to decode the three-line priority request into seven single lines, each representing the request in the corresponding level of priority and entering the corresponding arbiter for single-priority contention resolution. An OR gate is used at each output to combine all corresponding local grants from the single-priority arbiters to produce the final grants for each input.

Meanwhile, every single-priority arbiter generates a group request signal for the upper layer’s arbitration; it receives a group grant signal later, which indicates if this group of requests (at the corresponding level of priority) is granted or not. A priority encoder collects all the group requests from the
single-priority arbiters and indicates among them the highest priority with its three-line output. The outputs, in addition to being forwarded to the upper layer, will also be used to inhibit the arbiters with lower priority from producing any active grants. A decoder with its outputs masked by the upper-layer grant signal is used to decompose the output of the priority encoder into seven single-line grant signals, each for a single-priority arbiter. Only the arbiter at the corresponding level of priority will receive the upper layer's grant signal, while all the others will receive nothing but a LOW grant signal.

11.4.6 OIN Complexity

11.4.6.1 Component Complexity The complexity of the proposed $256 \times 256$ OIN is determined by the numbers of optical components and of interconnection lines between optical components and between the optical and electronic components. Figure 11.39 lists the optical components used in the OIN with different available wavelengths. The number of SOA gates dominates the component and interconnection complexity. The total number of SOA gates is equal to $256 \times 32$ when using type-II tunable filters with 16 wavelengths (i.e., $W = 16$), or $256 \times 24$ when using type-III tunable filters. The component complexity of the $256 \times 256$ OIN with respect to 8, 32, and 64 wavelengths is also shown in Figure 11.39. In addition, Figure 11.39 indicates that the total number of SOA gates of the switching fabrics at the OOMs decreases as the wavelength number $W$ increases. However, the number of SOA gates in the type-II tunable filter is proportional to the number of wavelengths. The total number of SOA gates of the OIN based on the type-II tunable filter is equal to $256 \times 256/W + 256W$, where the first term represents the number of SOA gates used in the switching fabrics and the second term represents the number of the SOA gates used in type-II tunable filters. It is also shown that the OIN with 16 wavelengths based on type-II tunable filters has the fewest SOA gates. If type-III tunable filters are applied, the OIN with $W = 32$ or 64 has the fewest SOA gates.

Because the on–off switching of multiple wavelengths is performed at each SOA gate in the switching fabrics, the signal output of one wavelength varies according to the gain fluctuation induced by modulation of other wavelengths, even when the input power of the wavelength is constant. This is crosstalk induced by the gain saturation in the SOA gate and is often referred as cross-saturation. The impact of the cross-saturation on the performance of the OIN will become severe as the wavelength number passing through the SOA gate increases. To reduce this crosstalk in SOA gates, gain-clamped SOA gates [57] are necessary to provide a constant optical gain over a wider range of wavelength power as more wavelengths are used in the OIN.

To avoid the wavelength-dependent and polarization-dependent loss experiencing in the SOA gates, electroabsorption modulators (EAMs) [58] can be
### Component Complexity of 256x256 Optical Interconnection Network with Different Numbers of Wavelengths, \( W \)

#### (a) \( W = 8 \)

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>256</td>
</tr>
<tr>
<td>8x1 AWG</td>
<td>32</td>
</tr>
<tr>
<td>1x32 Splitter</td>
<td>8</td>
</tr>
<tr>
<td>SOA Gates</td>
<td>256x32</td>
</tr>
<tr>
<td>32x1 Combiner</td>
<td>256</td>
</tr>
<tr>
<td>Type-II Tunable Filter 8x1 AWG</td>
<td>256x2</td>
</tr>
<tr>
<td>Type-II Tunable Filter SOA Gates</td>
<td>256x8</td>
</tr>
<tr>
<td>Type-III Tunable Filter 8x8 AWG</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter SOA Gates</td>
<td>256x6</td>
</tr>
<tr>
<td>Type-III Tunable Filter 1x2 Splitter</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter 4x1 Combiner</td>
<td>256</td>
</tr>
</tbody>
</table>

\[ \Sigma \text{SOA Gates (Type-II)} = 256 \times (32+8) = 256 \times 40 \]
\[ \Sigma \text{SOA Gates (Type-III)} = 256 \times (32+6) = 256 \times 38 \]

#### (b) \( W = 16 \)

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>256</td>
</tr>
<tr>
<td>16x1 AWG</td>
<td>16</td>
</tr>
<tr>
<td>1x16 Splitter</td>
<td>16</td>
</tr>
<tr>
<td>SOA Gates</td>
<td>256x16</td>
</tr>
<tr>
<td>16x1 Combiner</td>
<td>256</td>
</tr>
<tr>
<td>Type-II Tunable Filter 16x1 AWG</td>
<td>256x2</td>
</tr>
<tr>
<td>Type-II Tunable Filter SOA Gates</td>
<td>256x16</td>
</tr>
<tr>
<td>Type-III Tunable Filter 16x16 AWG</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter SOA Gates</td>
<td>256x8</td>
</tr>
<tr>
<td>Type-III Tunable Filter 1x4 Splitter</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter 4x1 Combiner</td>
<td>256</td>
</tr>
</tbody>
</table>

\[ \Sigma \text{SOA Gates (Type-II)} = 256 \times (16+16) = 256 \times 32 \]
\[ \Sigma \text{SOA Gates (Type-III)} = 256 \times (16+8) = 256 \times 24 \]

#### (c) \( W = 32 \)

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>256</td>
</tr>
<tr>
<td>64x1 AWG</td>
<td>4</td>
</tr>
<tr>
<td>1x4 Splitter</td>
<td>4</td>
</tr>
<tr>
<td>SOA Gates</td>
<td>256x4</td>
</tr>
<tr>
<td>4x1 Combiner</td>
<td>256</td>
</tr>
<tr>
<td>Type-II Tunable Filter 64x1 AWG</td>
<td>256x2</td>
</tr>
<tr>
<td>Type-II Tunable Filter SOA Gates</td>
<td>256x4</td>
</tr>
<tr>
<td>Type-III Tunable Filter 64x64 AWG</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter SOA Gates</td>
<td>256x64</td>
</tr>
<tr>
<td>Type-III Tunable Filter 1x8 Splitter</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter 8x1 Combiner</td>
<td>256</td>
</tr>
</tbody>
</table>

\[ \Sigma \text{SOA Gates (Type-II)} = 256 \times (8+32) = 256 \times 40 \]
\[ \Sigma \text{SOA Gates (Type-III)} = 256 \times (8+12) = 256 \times 20 \]

#### (d) \( W = 64 \)

<table>
<thead>
<tr>
<th>Component</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>256</td>
</tr>
<tr>
<td>64x64 AWG</td>
<td>256</td>
</tr>
<tr>
<td>SOA Gates</td>
<td>256x64</td>
</tr>
<tr>
<td>Type-III Tunable Filter 64x64 AWG</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter SOA Gates</td>
<td>256x16</td>
</tr>
<tr>
<td>Type-III Tunable Filter 1x8 Splitter</td>
<td>256</td>
</tr>
<tr>
<td>Type-III Tunable Filter 8x1 Combiner</td>
<td>256</td>
</tr>
</tbody>
</table>

\[ \Sigma \text{SOA Gates (Type-II)} = 256 \times (4+64) = 256 \times 68 \]
\[ \Sigma \text{SOA Gates (Type-III)} = 256 \times (4+16) = 256 \times 20 \]

*Fig. 11.39* Component complexity of 256 × 256 optical interconnection network with different numbers of wavelengths, \( W \).*
used to perform faster switching (~ 100 ps) in multiple wavelength levels instead of the SOA gates in the proposed OIN. To compensate for the high coupling loss caused by the EAM, higher-power EDFAs or EAMs integrated with semiconductor optical amplifiers will be necessary [59]. Here, the SOA-based OIN is considered because the SOA can provide high gain and fast switching (~ 1 ns) simultaneously.

**11.4.6.2 Interconnection Complexity** As a representative interconnection complexity, the interconnection between the electronic controller and the $256 \times 256$ OIN is evaluated. The interconnection complexity of the proposed $256 \times 256$ OIN is determined by the number of the SOA gates in the OOMs. The types of tunable filters and the number of wavelengths applied to the OIN are two dominant factors of the interconnection complexity, because they determine the number of SOA gates in the OOMs. Because the interconnection complexity with type-I and type-II tunable filters is the same, only type-II and type-III tunable filters are considered in this regard.

Figure 11.40 shows the interconnection complexity for different wavelengths ($W = 8, 16, 32, \text{and } 64$) and different types of tunable filters, where $X$ is the complexity introduced by the switching fabrics, $Y$ is the complexity represented by the tunable filters, and $X + Y$ gives the total interconnection complexity. Type-I and type-II tunable filters have the same interconnection complexity. For example, if $W = 16$, $X = Y = 256 \times 4$ when using type-I, type-II, or type-III tunable filters. As shown in Figure 11.40, the total interconnection complexity, $X + Y$, is equal to $256 \times 8$, and is independent of the wavelength number and the type of tunable filter used in the OIN.

**11.4.7 Power Budget Analysis**

Power loss in the OIN, which is due to splitting loss, depends on the number of wavelengths and the size of the switching fabric of each OOM. To compensate for power loss in the OIN, optical amplifiers, such as EDFAs

<table>
<thead>
<tr>
<th>Wavelength Number</th>
<th>Interconnection Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$X$</td>
</tr>
<tr>
<td></td>
<td>Type-I/II</td>
</tr>
<tr>
<td>W=8</td>
<td>256 x 5</td>
</tr>
<tr>
<td>W=16</td>
<td>256 x 4</td>
</tr>
<tr>
<td>W=32</td>
<td>256 x 3</td>
</tr>
<tr>
<td>W=64</td>
<td>256 x 2</td>
</tr>
</tbody>
</table>

X: Interconnection complexity with respect to switching fabrics
Y: Interconnection complexity with respect to tunable filters

**Fig. 11.40** Interconnection complexity of the $256 \times 256$ OIN for different types of tunable filter and different wavelength numbers $W$. 

and SOA gates, have to provide wide bandwidth to accommodate multiple wavelengths with uniform gain in the 1550-nm window. At each IOM, to avoid the problems introduced by direct modulation of lasers, such as large frequency chirp, an external modulator (EM) is used to obtain an optical on–off keying (OOK) signal.

Figure 11.41 shows the optical signal path through the OIN with type-II tunable filters and $W = 16$. All the optical components are represented with their gains or losses. For simplicity of modeling and analysis, the OIN is assumed to be fully loaded and all the possible connections between the input–output pairs established. Second, optical signals are represented by their optical power corresponding to bit mark–space data signals. Third, frequency chirp due to the EM and dispersion effects of all the components are not taken into consideration since signals are transmitted only in the

![Diagram](image-url)

**Fig. 11.41** Power budget of the 256 × 256 optical interconnection network with 16 wavelengths and type-II tunable filters: (a) before and (b) after power compensation by EDFA.
short-length fibers in the OIN. Finally, all the light reflections in the system are ignored and all the passive components are assumed to be polarization-insensitive.

Figure 11.41(a) shows that, without power compensation, the received power is only $-30.5$ dBm, much less than required sensitivity of about $-20$ dBm at the bit error rate (BER) of $10^{-12}$ for signals at 10 Gbit/s. To increase the received optical power, optical amplifiers are necessary to provide sufficient gain to compensate for the power loss in the OIN. In the proposed OIN, there are two kinds of optical amplifiers to perform the power compensation function. One is the SOA and the other is the EDFA. As shown in Figure 11.41(b), an EDFA with 10.5-dB gain at each IOM is used to amplify 16 wavelengths simultaneously, so that the sensitivity at the receiver is increased to $-20$ dBm. Note that the gain provided by the EDFA needs to be increased to 20 dB if the AWG, which is near the output link of type-II tunable filter, is replaced by a $16 \times 1$ combiner.

11.4.8 Crosstalk Analysis

In the OIN, crosstalk is caused by the finite on/off ratio (i.e., the ratio of gain on and gain off, or $G_{ON}/G_{OFF}$) of an SOA gate. More specifically, $P_{\text{on, gate}} = P_{\text{in, gate}} \times G_{OFF}$, where $P_{\text{on, gate}}$ is the output power of an SOA gate in the off state, and $P_{\text{in, gate}}$ is the input power of the SOA gate. Basically, crosstalk components are categorized into two types. One, referred to as incoherent crosstalk, can be taken into account by power addition. The second type, homowavelength crosstalk, occurs when the signal channels and their beats fall within the receiver electrical bandwidth.

The on and off states of SOAs, as switching gates, are controlled by their injection currents. An SOA in the off state without injection current absorbs incident optical power and blocks the signal channel. However, some optical power leaks from the SOA even when it is in the off state. The power leakage becomes crosstalk when it is combined with the signal at an output port of OIN.

It is assumed that the OIN is fully loaded and packets arriving at all of its input ports are sent to their destined output ports. Only one output port of the OIN, as shown in Figure 11.42, is considered.

Figure 11.42 shows the crosstalk path in an OOM, where up to 16 WDM signals from 16 different IOMs are sent to the $16 \times 16$ switching fabric (see position A in the figure). Each WDM signal can carry up to 16 different wavelengths at each output port in the switching fabric. For each output of the OOM, only one of these 16 WDM signals will be selected and delivered to the tunable filter. That is, for each output of the $16 \times 16$ switching fabric only one SOA will be turned on and the other 15 SOA gates will be turned off (see position B in the figure). Thus, there is only one dominant WDM signal, and up to 15 WDM crosstalk channels are combined with it to be sent to the tunable filter at each output switch module (OSM) (position C in the figure).
The tunable filter at each OSM selects the wavelength of the selected WDM signal, which is demultiplexed by an AWG to 16 different wavelengths, and one of them is chosen by turning on one SOA (position D in the figure) and turning off the other 15 (positions E to S in the figure). The finally selected wavelength is sent to the OSM through another AWG. Here, it is assumed that $\lambda_1$ from the first IOM is chosen for the OSM. The receiver at the OSM (position T in the figure) will receive not only the selected wavelength ($\lambda_1$), but also incoherent crosstalk and homowavelength crosstalk ($\lambda_i$'s with circles in the figure). Homowavelength crosstalk channels come from different IOMs with the same selected wavelength, and incoherent crosstalk channels contain different wavelengths from the selected wavelength at the receiver.

There are two sources that contribute to the incoherent crosstalk channels in the proposed OIN. One is from wavelengths other than the selected one in the same IOM, and the other is from wavelengths other than the selected one in the other 15 IOMs. Of these two sources of incoherent crosstalk, the former is dominant, and the latter is negligible because it passes through two SOA gates in the off state, one in the switching fabric and the other in the tunable filter.

Figure 11.43 shows the BER as a function of the received optical power and crosstalk ratio (CR, the reciprocal of the on/off ratio) of an SOA gate. To meet a BER requirement of $10^{-12}$, one has to increase the input power by about 2 dB to compensate for the crosstalk with CR = $-20$ dB. Further-
Fig. 11.43  Bit error rate versus received power with different crosstalk ratios (CR) of the SOA gate; the signal extinction ratio is 20 dB.

Fig. 11.44  Bit error rate vs. received power with different extinction ratios and for CR = –20 and –14 dB.
more, to compensate for the power penalty for the CR of \(-16\) dB, the input power needs to be increased by 1 dB. In order to reduce the gain saturation effect of the SOA gate due to high input power, gain-clamped SOA gates [37] can be used to provide a constant optical gain (\(\approx 22\) dB) over a wider range of input power.

With the same system parameters as those used in [60, 61], Figure 11.44 shows the BER performance using different signal extinction ratios [i.e., the ratio of the power of logic one (mark) to the power of logic zero (space)], \(r\), with crosstalk ratios of \(-20\) and \(-14\) dB. As shown in Figures 11.44 and 11.45, the power penalty for these three signals with \(r = 20, 15,\) and \(10\) dB strongly depends on the BER. That is, the signals with lower extinction ratios have a larger space power, so that crosstalk channels can be significant. To alleviate the performance degradation due to the incoherent or homowavelength crosstalk, one should make the signal extinction ratio sufficiently high so that the beating between the signal data spaces and the crosstalk is negligible. A signal extinction ratio of \(15\) dB will be appropriate with a power penalty of about \(0.1\) dB and a CR of \(-20\) to \(-16\) dB.
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CHAPTER 12

WIRELESS ATM SWITCHES

The goal of next-generation wireless systems is to enable mobile users to access ubiquitous multimedia information anytime anywhere. New mobile and wireless services include Internet access to interactive multimedia and video conferencing as well as traditional services such as voice, email, and Web access. The extension of broadband services to the wireless environment is being driven mainly by the increasing demand for mobile multimedia services coupled with the advent of high-performance portable devices such as laptop PCs and personal digital assistants [1, 2].

In recent years, wireless ATM has drawn much attention as a solution for QoS-based mobile multimedia services. It has been an active topic of research and development in many organizations worldwide [2, 3, 4, 5, 6] and is now under standardization within applicable bodies such as the ATM Forum [7] and ETSI.

Wireless ATM is intended to provide seamless support of qualitatively similar multimedia services on both fixed and mobile terminals. The realization of wireless ATM raises a number of technical issues that need to be resolved, however. First, there is a need for the allocation and standardization of appropriate radio frequency bands for broadband communications. Second, new radio access and other wireless-channel-specific functions are required to operate at high speed. For example, a high-speed radio physical layer, a medium access control (MAC), and a data link control (DLC) layer are necessary for implementing wireless ATM. Next, mobility management is required to support personal and terminal mobility. Mobility management involves two aspects: location management and handoff management. Location management must be capable of tracking mobile users for delivery of an
incoming call as they move around the network. Handoff management must be capable of dynamically reestablishing virtual circuits to new access points without disconnecting communication between a mobile terminal and its peer. A mobility-support ATM switch must guarantee in-sequence and loss-free delivery of ATM cells when it is involved in handoff. Finally, wireless ATM should provide uniformity of end-to-end QoS guarantees. However, providing such guarantees is not easy, due to limited wireless bandwidth, time-varying channel characteristics and terminal mobility.

The remainder of this chapter is organized as follows. Section 12.1 outlines various reference configurations for a wireless ATM architecture and a wireless ATM protocol architecture. The wireless ATM protocol architecture is based on incorporation of wireless access and mobility-related functions into the existing ATM protocol stack. Section 12.2 reviews some recent proposals to build wireless ATM systems and related research work. Section 12.3 describes wireless-specific protocol layers. A radio physical layer, a MAC layer, and a DLC layer are summarized in that section. Section 12.4 discusses handoff and rerouting schemes. It also discusses cell routing and cell loss in a crossover switch during handoff. Section 12.5 introduces a mobility-support ATM switch architecture that can avoid cell loss and guarantee cell sequence during handoff. Performance of the switch is also discussed in that section.

12.1 WIRELESS ATM STRUCTURE OVERVIEWS

12.1.1 System Considerations

Within the Wireless ATM Working Group (WAG) of the ATM Forum, various reference configurations for a wireless ATM architecture are discussed [8, 9]. In a fixed wireless network scenario, the network components, switching elements, and end user devices (terminals) are fixed. The fixed wireless users are not mobile but connect over wireless media. This is the simplest case of wireless access provided to an ATM network, without any mobility support. Examples of this kind of service are fixed wireless LANs and network access or network interconnection via satellite or microwave links. In a mobile ATM network scenario, mobile end user devices communicate directly with the fixed network switching elements. The communication channel between the mobile end user devices and the switching elements can be wired or wireless. Mobile wired users change their points of attachment into the network over time, though connections are not maintained during times of movements. In contrast, mobile wireless users can maintain their connections while changing their points of attachment into the network.

The next scenario is wireless ad hoc networks where there is no access node available. For example, such a network may consist of several wireless mobile terminals gathered together in a business conferencing environment.
The last scenario is ATM networks supporting personal communications service (PCS) access. In this scenario, the end user devices are PCS terminals. This scenario uses the mobility-supporting capabilities of the fixed ATM network to route traffic to the appropriate PCS base station. A PCS-to-ATM interworking function (IWF) is required to translate the data stream, which is delivered to the end users via a wireless link or delivered to the ATM network via a mobility-support ATM switch. The IWF resides in the PCS base station controller (BSC), which controls several base stations and manages wireless resources.

For the wireless access architecture, two approaches are under consideration: integrated access and modular access. An integrated access model incorporates all mobility and radio functions into ATM switches. This approach places more complexity in the switches. In a modular access model, ATM switches are alienated from the radio access mechanisms. ATM switches implement call and connection control and mobility management aspects of wireless ATM, whereas a separate physical entity, known as the access point (AP), implements the radio access functions and deals with all the radio-specific functionality, such as radio MAC and radio resource management functions. This approach reduces the effect of radio and mobility functions on the switches, but requires a new protocol, called access point control protocol (APCP) [10], to convey messages between the APs and the ATM switches.
Figure 12.1 illustrates a typical wireless ATM architecture. Fixed wired end user devices and media servers are connected to regular ATM switches. In a mobile wireless ATM environment, the wireless ATM system has a geographical cell structure like traditional cellular systems. The whole coverage area (indoor or outdoor area) of the wireless ATM system is divided into cells (micropcells or picocells). Each cell has one base station, which is an AP to the wired ATM network. Several base stations are connected to a mobility-support ATM switch. Mobile wireless terminals within a cell communicate with a base station through the wireless medium for each the ATM network.

### 12.1.2 Wireless ATM Protocol

A wireless ATM system needs to provide seamless support of qualitatively similar multimedia services on both fixed and mobile wireless users. The objective here is to provide mobile wireless users with the full range of services they would enjoy if connected via traditional wired media. To support this wireless ATM feature, a set of new protocols is required. This includes wireless channel-specific protocols such as a MAC protocol and a DLC protocol for error correction. In addition, the mobility feature requires extensions to existing ATM control protocols for handoff, location management, dynamic routing and QoS.

Figure 12.2 shows a wireless ATM reference configuration with related protocol stacks [8].

In the end user system protocol stack, support for mobility resides both on the user plane and on the control plane. The user plane requires a wireless
access layer (WAL), which includes wireless physical (PHY), MAC, and LLC layers. The control plane includes the necessary signaling enhancements as well as the WAL. An APCP is used between the AP and the mobility-support ATM switch. This protocol is needed for the communication of information related to the status of the radio resources from the access point to the switch. The mobility-support ATM switch connected to the access point includes not only APCP but also changes to the UNI, B-ICI, and PNNI (UNI + M, B-ICI + M and PNNI + M). InB-ICI + M, UNI + M, and PNNI + M. +M represents supplemental signaling information to support mobility.

12.2 WIRELESS ATM SYSTEMS

12.2.1 NEC’s WATMnet Prototype System

The research reported in [1] proposes an ATM cell relay paradigm to be adopted as the basis for the next-generation wireless transport architectures. It is argued that in addition to its regular advantages, the use of ATM switching for intertransmission cell traffic also avoids the crucial problem of developing a new backbone network with sufficient throughput to support intercommunication among the base stations. A protocol layering strategy, harmonized with the standard ATM protocol stack, was proposed. The wireless-specific PHY, MAC, and DLC layers below the ATM layer are added to the standard ATM protocol stack. The baseline ATM network and signaling protocol will have to be augmented to support specific mobility-related functions such as address registration, roaming, handoff, and QoS renegotiation in response to the channel impairment. These imply that the regular ATM network layer and control services such as call setup, VCI/VPI addressing, cell prioritization, and flow control indication will continue to be used for the mobile services.

The research presented in [11] describes an experimental wireless ATM network prototype (WATMnet) system, which was developed at NEC C & C Research Laboratories in Princeton, NJ. The prototype system operates in the 2.4-GHz industrial, scientific, and medical (ISM) band at a channel rate of 8 Mbit/s. Wireless network protocols at portable terminal and base station interfaces support available bit rate (ABR), unspecified bit rate (UBR), variable bit rate (VBR), and constant bitrate (CBR) transport services compatible with ATM, using a dynamic time-division multiple access/time division duplex (TDMA/TDD) MAC protocol for channel sharing and a DLC protocol for error recovery. All network entities, including portable terminals, base stations, and switches, use a mobility-enhanced version of ATM signaling (Q.2931 + ) for switched virtual circuit (SVC) connection control functions, including handoffs.
Hardware and software implementation details are given in [12] for the second version of the WATMnet system operating at 25 Mbit/s in the 5 GHz ISM band. Some experimental results in [13,14,15] show the validation of major protocol and software aspects, including DLC, wireless control, and mobility signaling for handoffs.

12.2.2 Olivetti's Radio ATM LAN

The work reported in [4] presents the design issues of a wireless ATM LAN that was developed at Cambridge-Olivetti Research Laboratories. All the base stations operate at 10 Mbit/s, using a quaternary phase-shift keying (QPSK) radio at 2.45 GHz (10-MHz bandwidth available for short-range data links in buildings in the United Kingdom). The network uses low-end ATM switches operating at 100 Mbit/s, and has a picocellular structure without frequency reuse. A picocell has a radius of about 10 m.

The Olivetti radio ATM system employs slotted ALOHA with exponential backoff as the MAC layer protocol, which was implemented using Xilinx reprogramable gate arrays. Packets over the wireless link are one ATM cell long, and cell headers are appropriately altered to accommodate QoS, with the VPI/VCI field compressed. A CRC field of 16 bits is used for error detection, and retransmissions (up to 10) are used for error correction. The next version of this testbed will have a data rate of 25 Mbit/s, operate in the 5-GHz band, and have a range up to 30 m [16].

12.2.3 Virtual Connection Tree

In a paper that deals with topology issues in a cellular radio access network with ATM transport technology, some authors have proposed a structure called the virtual tree architecture [17]. The virtual connection tree totally decentralizes handoff operations, with each mobile responsible for managing its own handoff events without requiring intervention of the admission controller. They showed that this approach can support a very high rate of handoffs between cells. This capability in turn enables very small size cells, therefore very high capacity.

The virtual connection tree consists of ATM switches and cellular base stations connected via some of the ATM switches. The switches are connected via some physical network topology, on top of which is a virtual tree. The root of the tree is a fixed ATM switch node, and the leaves are base stations. When a mobile terminal establishes a connection to the ATM networks, a connection tree is formed from a root (an ATM switch) to a set of base stations to which a mobile terminal may move. Whenever the mobile terminal moves into one of those base stations, it uses one of the preestablished virtual channels from the root node to the corresponding base station.

The goal of a virtual connection tree is to reduce handoff latency by removing connection setup time for the new connection subpath. However,
this method uses preestablished multiple virtual channels, which require more bandwidth even though only one of them is used at a time.

### 12.2.4 BAHAMA Wireless ATM LAN

A wireless ATM LAN called BAHAMA was proposed at Bell Laboratories [6]. The basic characteristic of the network is its ad hoc nature. The network is self-organizing, that is, a predetermined topology does not exist. The BAHAMA network consists of two types of network elements: portable base stations (PBSs) and mobile endpoints. Each PBS combines ATM switching functionality with wireless access interfaces. The PBSs communicate to determine the network topology after changes due to the addition or deletion of network elements. PBSs are designed with simplicity in mind, and the ATM segmentation and reassembly are carried out in the portable units.

In order to support mobility in the simplest possible way, a new VPI/VCI concept is defined that supports routing based on the destination address. Mobility is supported by means of an adaptive homing algorithm. The advantages of this homing algorithm include preservation of FIFO cell sequence within a connection, and fast handoffs (achieved by eliminating node-by-node connection setup). The network employs a wireless data link layer that provides high reliability, based on both automatic repeat request (ARQ) and forward error correction (FEC). Multiple access is provided by distributed-queueing request update multiple access (DQRUMA) [18].

SWAN is another prototype system proposed at Bell Laboratories [5]. This system is an experimental indoor wireless ATM network based on off-the-shelf 2.4-GHz ISM band radios that operate 625 kbit/s between a base station and a mobile terminal.

### 12.2.5 NTT's Wireless ATM Access

A system proposed at NTT Wireless System Laboratories called ATM Wireless Access (AWA) concentrates on wireless access to an ATM network [2]. It operates in the superhigh-frequency band (3–30 GHz) for public and private access at data rate between 30 and 80 Mbit/s. Highly directive antennas help alleviate serious shadowing effects that are apparent at these frequencies. The system is designed as a dual wireless ATM LAN with access to an ATM-based public multimedia network. The AWA system is designed for high-speed access with limited terminal mobility and incorporates dynamic reservation TDMA, FEC/ARQ, and QPSK modulation with differential detection.

### 12.2.6 Other European Projects

A number of European projects are in the process of developing advanced wireless ATM (WATM) demonstrations. Magic WAND (Wireless ATM Network Demonstration) is a joint European project to build a demonstrator
for multimedia information access using a fast WATM network [19]. The WAND demonstrator operates at up to 25 Mbit/s in the 5-GHz frequency band, and the project is also investigating performance issues related to bit rates exceeding 50 Mbit/s in the 17-GHz frequency band. The overall goal is to design a WATM access network demonstration system that can be commercialized and standardized in the European Telecommunications Standards Institute (ETSI). Other European projects include MEDIAN [20] and SAMBA [21].

12.3 RADIO ACCESS LAYERS

A high-speed but low-complexity wireless access technique is critical for providing QoS-based multimedia services to portable terminals. This section outlines wireless-specific protocol layers. These include a radio physical layer, a medium access control (MAC) layer, and a data link control (DLC) layer.1

12.3.1 Radio Physical Layer

WATM requires a high-speed radio technology capable of providing reasonably reliable transmission and reception in the range of 100–500 m. WATM systems may operate in various frequency bands depending on the regulatory policies. Currently, they are usually associated with the recently allocated 5 GHz band in the US and the HIPERLAN [22] band in Europe. The expected operating frequency range is on the order of 20–25 GHz. Typical target bit rates for the radio physical layer of WATM are around 25 Mbit/s, and a modem must be able to support burst operation with relatively short preambles consistent with transmission of short control packets and ATM cells.

The radio physical layer can be divided into the radio physical medium dependent (RPMD) and the radio transmission convergence (RTC) sub-layers [25]. The RPMD sublayer specifies the lower-level transmission requirements, while the RTC sublayer specifies details of formatted data transmission.

In [12], the RTC sublayer adopts a dynamic TDMA/TDD approach where several virtual circuits are multiplexed in a single radio channel. The TDMA/TDD frame structure is shown in Figure 12.3.

The frame consists of 480 slots every 1.5 ms (25.6 Mbit/s). Each slot is formed by 10 bytes, including 8 data bytes and a 2-byte Reed–Solomon code [RS(10, 8)] for FEC. The frame is divided into an uplink (mobile to base) and a downlink (base to mobile) part. The downlink subframe consists of the

1In [22] the radio access layers consist of a radio physical layer and a radio DLC layer that contains a MAC sublayer and a logical link control (LLC) sublayer.
Fig. 12.3 Dynamic TDMA/TDD frame structure.

modem preamble (P), the subframe delineation overhead (O), and the control region (C), followed by WATM cells. The preamble is required for TDMA frame delineation and modem synchronization. The frame header in the downlink subframe delineation overhead (O) consists of a frame number, a radio port identifier, and reserved bytes. The number of control packets (C) delineates the control region. Control packets (8-byte) are embedded in the TDMA/TDD slots. They are used by the MAC and DLC layers. WATM cells (56-byte) transport multiplexed downlink user information.

The base station controls the uplink bandwidth allocation for WATM cells from each mobile, taking into account the number and type of active
connections and their bandwidth requirements. Mobiles assemble a subframe similar to that of the base station. The slotted ALOHA region is used by the mobile terminals to send their bandwidth requirements to the base station.

12.3.2 Medium Access Control Layer

For efficient sharing of the available wireless bandwidth among multiple mobile users, a radio MAC layer is required. One of the key issues of WATM is the choice of an appropriate MAC protocol, which has to incorporate the wired ATM capability of integrating a variety of traffic types with different QoS requirements. In Figure 12.3, the slotted ALOHA section includes control packets for bandwidth request. The control packet includes the number of requested slots and the request type that is used to identify the ATM traffic types. For CBR traffic, the fixed number of slots is allocated at connection setup time. VBR traffic is constantly adapted, while ABR traffic bandwidth demand is adjusted based on resource management (RM) cells. UBR traffic is served in a best-effort manner.

The standardization process of a MAC protocol for WATM is ongoing within the Broadband Radio Access Networks (BRAN) project of ETSI. MAC protocols, such as dynamic slot assignment (DSA++) [23] and MASCARA [24], are currently under investigation as candidates for the ETSI HIPERLAN Type 2 standard, a developing ETSI standard for WATM. These MAC protocols use a combination of contention-based and contention-free access on the physical channel and are based on scheduled TDMA.

12.3.3 Data Link Control Layer

Link-by-link error control is usually omitted in fixed ATM networks because cell corruption due to channel error is extremely rare for reliable media like copper wire and optical fiber. However, for wireless, bit error rates (BERs) up to $10^{-3}$ are quite common [26] due to shadowing and other fading effects. To cope with wireless link impairments, a proper error control mechanism is necessary in WATM networks.

A DLC layer is necessary to mitigate the effect of radio channel errors before cells are released to an ATM network layer. Depending on the type of service provided, channel quality, capacity and utilization, the DLC layer may implement a variety of means, including FEC and ARQ.

In [14, 15], a retransmission-based error control scheme is presented. The proposed error control scheme is applied over a wireless link between a mobile terminal and a base station. The wireless data link control is intended to provide a relatively error-free service to the higher layers by recovering corrupted cells. The error control protocol can be flexibly adapted to different service classes with varying QoS. The recovery mode for each individual virtual circuit can be set independently during its setup time. As an example,
for TCP traffic carried in UBR mode, the error control should be programmed to perform 100% error recovery without worrying about the cell transfer delay over the wireless hop. For CBR voice traffic, on the other hand, the error control attempts to recover a cell only for a specific duration.

Figure 12.4 illustrates WATM cell format and acknowledgment (ACK) packet format at DLC layer that are used for the error recovery scheme. For error detection and selective cell retransmission, a 1-byte cell sequence number (CSN) and a 2-byte CRC are added to the regular 53-byte ATM cell. In the ACK packet format, the 16-bit VCI region specifies the wireless ATM connection for which ACK control packets are generated. The CSN shows the starting control sequence number from which a 16-bit ACK bitmap indicates the reception status of up to 16 transmitted cells.

### 12.4 HANDOFF IN WIRELESS ATM

In a WATM system, a network must provide seamless services to mobile users. The network has to support uninterrupted services to roaming users even though they change their access points to the ATM networks during the lifetime of a connection. This is done through a **handoff** process [17]. Handoff is the procedure that transfers an ongoing call from one base station (or access point) to another base station as a user moves through the coverage area. During handoff, connection rerouting and cell buffering are performed in the fixed ATM network. When a mobile user crosses a cell boundary, the original connection path between two end points is broken...
and part of it is replaced with a new subpath for continuous support of the ongoing call. Buffering is also necessary for in-sequence and loss-free delivery of the ATM cell containing user data in order to guarantee the QoS on the connection.

12.4.1 Connection Rerouting

In a cell-structured WATM system, the radio coverage area of a base station is limited to its cell size. A mobile terminal cannot communicate with a base station if the terminal is beyond its coverage area. To provide seamless service to a mobile user crossing a cell boundary, handoff is needed. When the radio link quality between a mobile terminal and its current base station deteriorates, the mobile terminal has to terminate communication with the base station and communicate with an adjacent base station through a new radio link, which is established by a handoff procedure.

In a fixed ATM network, handoff means connection rerouting during a call. As a result of handoff, the original connection path between two end points is broken, and part of it is replaced with a new subpath for continuous support of the ongoing call.

Figure 12.5 shows a typical handoff procedure in a WATM system. Assume that the mobile terminal communicates with the other end party through BS1. When the mobile terminal moves away from BS1 and goes into the cell of BS2, handoff occurs. That is, the mobile terminal switches its access point from BS1 to BS2 and uses the newly established radio link between the mobile and BS2. In the fixed ATM network of the figure, as a result of handoff, the path between SW3 and BS1 is released, and the path between SW3 and BS2 is added to the original connection path.

Virtual channel (VC) routes need to be continually modified whenever a mobile terminal switches its network access point during the lifetime of a connection.

One possible rerouting scheme is to rebuild a total end-to-end VC whenever handoff occurs. This introduces large handoff latency. Handoff should be done locally without involving the other end party to reduce this latency.2

Many connection rerouting methods for handoff have been proposed in the literature [6, 17, 27, 28, 29, 30, 31, 32]. Most of them rely on partial connection rerouting.

In [17], the virtual connection tree concept was proposed. When a mobile terminal establishes a connection to the ATM networks, a connection tree is formed from a root (an ATM switch) to a set of base stations to which a mobile terminal may move. Whenever the mobile terminal moves into one of

2 Handoff should be performed quickly, since it usually introduces temporary interruption of communication. Due to this service interruption, the QoS may degenerate below an acceptable level.
those base stations, it uses one of a set of preestablished virtual channels from the root node to the corresponding base station. The goal of a virtual connection tree is to reduce handoff latency by removing connection setup time for the new connection subpath. However, this method uses preestablished multiple virtual channels, even though only one of them is used at a time. This requires more network resources (VC space, bandwidth, and memory for routing information) than other schemes.

The path (or VC) extension scheme extends an original connection path and adds a new connection subpath from an old base station to a new base station that a mobile terminal is going to visit [28, 29]. This method is simple, and makes it easy to maintain the ATM cell sequence during handoff. However, the extended connection path will increase end-to-end latency, and if base stations and ATM switches have a hierarchical structure as in Figure 12.5, this scheme will produce poor routing efficiency. In addition, a base station needs an ATM switching function to forward ATM cells between base stations.

In the path (or VC) rerouting scheme of [28, 29], an original connection path between the mobile’s peer party and an old base station is torn down...
and part of it is replaced with a new connection segment between a new base station and an intermediate node on the original connection path during handoff. The intermediate node from which a new connection segment is established is known as a crossover switch (COS) [27].\(^3\) (In the handoff example of Figure 12.5, SW3 is used as a COS.) The important issue related to WATM handoff has been the discovery of a COS in the network. The location of a COS is determined by considering the tradeoff between handoff latency and routing efficiency after the handoff.

In a handoff procedure, a COS can be fixed [6, 17] or can be determined dynamically [27, 30, 31]. The algorithms for selection of a COS determine the tradeoff between end-to-end routing efficiency and handoff latency. For an optimal end-to-end route, a complicated algorithm is needed for selection of a COS. This will increase handoff latency [27]. A fast but less optimal scheme is to select a common ancestor node of two handoff-related base stations as a COS [30, 31].

Although all rerouting schemes have their pros and cons as described above, they are based on the following three basic steps:

- Select a crossover switch. (This is omitted in the path extension scheme and the fixed COS scheme.)
- Set up a new subpath between a COS and a new base station. (If the preestablished-multiple-VC scheme is used, this step is unnecessary.)
- Release an old subpath between a COS and an old base station.

### 12.4.2 Buffering

Unlike in a circuit-switched cellular system, handoff in wireless ATM networks introduces ATM cell loss. To avoid the cell loss, buffering is required during handoff, especially for loss-sensitive traffic.

For uplink traffic from a mobile terminal to the fixed ATM network via a base station, buffering is performed at a mobile terminal until a connection is reestablished. Since we can expect that all ATM cells which left the mobile terminal before the mobile terminal starts to buffer will be sent to a COS during the buffering time, we assume that uplink traffic does not suffer a cell out-of-sequence problem.

For downlink traffic, buffering is required at a COS until the new connection subpath between a COS and a new base station is established by a handoff procedure. Handoff is usually initiated by a mobile terminal. After new base station is chosen, the next step in a handoff procedure is to determine a COS. Once a COS is determined, the switch stops transmitting ATM cells\(^4\) destined for the mobile terminal and starts buffering them. After

\(^3\)In the path extension scheme, the old base station can be considered a COS. In the virtual connection tree of [17] the root node becomes a COS.

\(^4\)Since a mobile’s handoff request implies degradation of wireless link quality, transmission through the current wireless link has to be avoided as much as possible to reduce cell loss.
the new connection subpath is established, these buffered ATM cells are forwarded to the mobile terminal via the newly established subpath. To guarantee in-sequence cell delivery, these buffered cells should be transmitted before newly arriving cells.

### 12.4.3 Cell Routing in a COS

As mentioned in Section 12.4.1, a COS is an ATM switch that acts like an anchor in a rerouting procedure, and in which buffering is performed during handoff.

Figure 12.6 illustrates ATM cell flow within a COS. We assume that the original connection path between the mobile terminal and its peer party is routed through input port 1 and output port 1 of the COS. Before handoff occurs, all downlink cells (shaded cells in the figure) departed from the peer party are multiplexed with other ATM cells and arrive at the input port 1. These downlink cells are routed to output port 1 and transmitted to the mobile terminal via a current base station.

When the mobile terminal moves away from the coverage area of the old base station, handoff is initiated. Here we assume that the new base station is routed from output port \( j \) of the COS. Once a signaling message for handoff request is sent from a mobile terminal and a new base station is determined, the ATM network will select a COS. If it is identified as a COS, the switch

---

**Fig. 12.6** Cell routing within a crossover switch.
will start buffering the downlink cells until a new connection subpath is established between the COS and the new base station. After the handoff, all downlink cells, including the buffered cells, will be routed to output port $j$ and transmitted to the mobile terminal through the new base station.

In an ATM switch, all cells arriving at the switch are stored in a switch memory. Their output ports are determined based on their input VCI values. Even though a COS starts buffering newly arriving cells destined for a mobile terminal, the cells for the mobile terminal that are already stored in the switch will be transmitted through the old path.

For example, in Figure 12.6, when the COS starts buffering the newly arriving downlink cells, we can notice that some downlink cells are already stored in the output buffer of port 1. These cells will be lost unless the switch prevents them from being transmitted through output port 1, since they will be transmitted to the previous base station after the mobile terminal leaves the base station.

To avoid this cell loss, a COS has to stop transmitting not only newly arriving downlink cells but also the cells that are already stored in the switch memory (the shaded cells in the output buffer of port 1 in Fig. 12.6). If the COS is an output-buffered ATM switch, to avoid cell loss these cells have to be physically moved to other memory, which will be used for buffering cells during handoff. Moving cells from one buffer to the other also increases the end-to-end delay and wastes memory bandwidth. These buffered cells and physically moved cells from the output buffer will be routed to a different output port (output port $j$ in the example of Fig. 12.6) after a new connection setup is completed between the switch and the new base station. In addition, these cells should be transmitted in sequence. To realize these functions with a regular ATM switch is not straightforward, since normal (nonmobile) ATM traffic does not change its route during the lifetime of a connection.

### 12.5 MOBILITY-SUPPORT ATM SWITCH

While many researchers have proposed handoff schemes to support mobility in wireless ATM networks, there has been little concern about designing a mobility-support ATM switch architecture. Connection path reformation due to handoff requires ATM cell buffering, and this can cause a cell out-of-sequence problem. To solve this problem, a mobility-support ATM switch needs to perform buffering and cell rerouting efficiently, achieve in-sequence cell transmission, and avoid cell loss during handoff [33].

A COS needs an additional buffer that temporarily stores cells during handoff. It has to stop transmitting all downlink cells (newly arriving cells and

---

5A COS needs an additional buffer for this.

6ATM cell order should be guaranteed in ATM networks, even in a handoff situation, to reduce the resequencing burden in higher layers.
cells already stored in the switch memory) destined for a mobile terminal immediately after it is identified as a COS. This can avoid cell loss during handoff. In addition, a COS is required to guarantee in-sequence cell delivery during handoff.

### 12.5.1 Design of a Mobility-Support Switch

In [33] the authors proposed a mobility-support ATM switch architecture that satisfies all the above requirements. The switch architecture uses a shared memory, which is fully shared by all output ports. Using a shared memory eliminates the need for additional memory for handoff and makes it easy to route cells to the corresponding output port, which can be dynamically changed during the lifetime of a connection due to handoff.

Handoff is based on a VC, and by it the route of the VC is changed. That is, the output port address is changed in the middle of a connection. To efficiently manage each VC, whose output port address can be dynamically changed due to handoff, each connection has its own logical queue (VC queue in Fig. 12.7) in the shared memory. A logical queue is used to link all of the backlogged cells of a connection in the order of their arrival times. Cells are stamped with their arrival times when joining their VC queues, and the timestamps are stored together with the cells.

![Fig. 12.7](image)

**Fig. 12.7** Cell routing in a mobility-support ATM switch.
There will be one transmission queue per output port. Each transmission queue keeps only the addresses of HOL cells of VCs that are destined for a corresponding output port. When a cell is transmitted, the address of the next cell in the same VC queue is attached to a transmission queue. All cells' addresses are sorted according to their arrival times in a transmission queue.

Figure 12.7 illustrates how to manage VC queues in the shared memory and how to route cells before and after handoff. In this example, it is assumed that a virtual connection between a mobile terminal and its peer party was established through input port 1 and output port 1 of the switch. All downlink cells (shaded cells in the figure) of a virtual connection for the mobile terminal joined the same VC queue. The HOL cell's address of the VC queue is stored in the transmission queue of output port 1 according to its arrival time. When the HOL cell is transmitted, the address of the next cell in the same VC queue (VC queue in the figure) is extracted and joins the transmission queue in the order of arrival time.

Now we assume that the mobile terminal moves to a new base station and requests handoff to the ATM network. When a signaling message for handoff arrives at the switch, the HOL cell’s address of the corresponding virtual channel is purged from a transmission queue. A newly arriving cell destined for a mobile terminal will still be attached to the corresponding VC queue, and all cells of the same VC will not be transmitted, since the HOL cell’s address has been deleted from the transmission queue. By doing so, all cells destined for the mobile terminal are buffered immediately after the switch received a handoff signaling message, even though some of the cells had been queued in the switch memory before the message arrived. After a new subpath is established, that is, after the new output port address (output port in the figure) for the VC is determined, the HOL cell’s address of the same VC is inserted in a corresponding transmission queue. This will restart cell transmission to the mobile terminal through output port , which is connected to the new base station.

Storing HOL cells' addresses in transmission queues can prevent cell loss during handoff by purging only a corresponding HOL cell's address from the transmission queues. Otherwise, the cells for the mobile terminal that were queued in the switch memory before a handoff signaling message will be transmitted to the old base station and be lost (since the mobile has already left the base station).

Each transmission queue requires a sorting and purging function for handoff. This function can be realized by an application specific integrated circuits (ASIC), improved from the existing sequencer chip [34].

Figure 12.8 depicts the mobility-support switch architecture with a shared memory. It consists of a cell multiplexer, a demultiplexer, sequencer chips (one for each output port), a mobility controller, an idle-address FIFO, a cell

7The HOL cell of a backlogged connection is defined as the oldest backlogged cell of the connection.
memory, and four other small memories\(^8\) (HP memory, TP memory, output VCI memory, and output port address memory). The VLSI chip called the sequencer chip replaces a transmission queue in Figure 12.7 and is used for transmission.

Each module of the sequencer contains two types of information associated with each cell. One is the arrival time, \(AT\), of a cell, with which each cell arriving at the switch is time-stamped. The other is the cell’s physical address, \(A\). Each sequencer sorts the \((AT, A)\) pairs associated with HOL cells of VC queues destined for the corresponding output port. Each sequencer arranges the \((AT, A)\) pair, based on the cell’s arrival time \(AT\), in such a way that smaller \(AT\) appears closer to the head of the sequencer. In other words, cells with smaller \(ATs\) are scheduled to depart earlier.

\(^8\)The number of entries of these memories is the same as the total number of VCIs.
Cells can also be timestamped using a weighted RR or weighted fair queueing algorithm according to the allocation bandwidth to the virtual connections. Thus, it may guarantee the delay bound of each connection (using weighted fair queueing), and it only needs to calculate the timestamps when the HOL cells join the transmission queues, instead of assigning time-stamps when they arrive [35].

All arriving cells from \( N \) inputs are first time-division multiplexed and written one by one into the cell memory, each with its timestamp at empty cell locations with the addresses obtained from the idle-address FIFO. The FIFO contains the addresses of current vacant cell locations in the cell memory. Every cell that belongs to the same virtual connection is attached to a logical queue with a forward pointer (FP) to point to the next linked cell in the same logical queue. Thus, all of the backlogged cells of a connection are linked in a logical queue in the order of the cells’ arrival times.

Each logical queue is confined by two pointers, the head pointer (HP) and tail pointer (TP), which are stored in the HP memory and the TP memory, respectively. The former, which is also stored in a sequencer according to its output port, points to the first cell of a logical queue. The latter, which is stored in the TP memory according to its VCI, points to the last cell. This constructs a linked list and acts as a logical queue for a connection. Note that the HOL cell’s address is stored in both the transmission queue and the HP memory. Therefore, when the HOL cell’s address is purged from the transmission queue due to handoff, it is still kept in the HP memory.

Figure 12.9 shows an example of a logical queue where a cell is leaving or arriving. When a cell arrives, it is stored in the cell memory, and the TP of the associated connection is checked. The TP value stored in the TP memory can be accessed through the cell’s VCI. If the TP is null, the newly arriving cell is a HOL cell, and its (AT, A) pair is inserted in a sequencer according to its output port address, which can be obtained from the output port address memory through the cell’s VCI. If the TP is not null, the cell pointed to by the TP [\( A_f \) in Fig. 12.9(a)] is accessed, and its FP is changed from null to the new cell’s address [\( A_j \) in Fig. 12.9(b)]. After that, the TP is replaced by the new cell’s address (\( A_j \)). When a cell is transmitted, the cell’s (AT, A) pair is evacuated from its sequencer. If it has its successor, that is, if the cell’s FP is not null, a cell to which the FP points [\( A_j \) in Fig. 12.9(b)] becomes a HOL cell. The new (AT, A) pair of the HOL cell is inserted in the sequencer. If the departing cell’s FP is null, that is, if the cell is the last cell in a logical queue, the TP of the corresponding entry in the TP memory is updated with a null address. When cells destined for each output port depart from the switch, their addresses are obtained from the rightmost modules of each sequencer, and they are read out from a cell memory one by one for demultiplexing. As soon as each cell is transmitted, its (AT, A) pair is purged from the corresponding sequencer and all other (AT, A) pairs in the sequencer are shifted to the right by one position. The freed-up locations in the cell memory can be used by future cells, and their addresses are returned to the idle-address FIFO.
Unlike in a normal ATM switch architecture, in the mobility-support switch architecture a cell’s VPI/VCI update is performed when the cell departs from the switch, since the VPI/VCI and output port address can be changed due to handoff while the cell is in the switch memory.

When a signaling message for handoff arrives, the switch stops transmitting ATM cells to an associated output port. This is done through the following operation. When the mobility controller receives the signaling message, it checks the HP memory with the associated VCI. If the HP is null, that means the logical queue of the virtual connection is empty. Then, the corresponding output port address is updated with a null address. When a new cell of the same connection arrives, its (AT, A) pair is not inserted in a sequencer, since the associated output port address is updated with a null address and this results in stopping transmission of ATM cells for the handoff connection. If the HP is not null, the address exists in the corresponding sequencer for transmission. This information should be removed from the sequencer to stop transmission. The way to purge the associated (AT, A) pair in a sequencer is to broadcast the cell’s address to all modules. If the local address matches the broadcast address, its (AT, A) pair will be purged from the Sequencer.
When a signaling message for the completion of the connection setup between the switch and the new base station which a mobile terminal is currently visiting arrives, the handoff controller updates the output port address in the output port address memory and the output VCI in the output VCI memory for the handoff connection. Since the signaling message has information about a new connection subpath for a mobile’s handoff, a COS can resume transmitting ATM cells of a handoff connection with a new allocated output port address and VCI. To resume transmission, the mobility controller accesses the HP memory through the old VCI to find the HOL cell of the handoff connection. If the HP is not null, its (AT, A) pair is inserted in a sequencer that is associated with the new output port address. This can resume transmitting cells of the handoff connection through the new output port.

12.5.2 Performance

In this subsection we present the performance of the mobility-support switch architecture described in the previous section.

For performance study, it is assumed that cells from different VCs are multiplexed in bursts, and that the bursts are interleaved as they arrive at each input port of the switch. To quantify the traffic characteristics, the following traffic model is considered in which an arrival process to an input port alternates between on (active) and off (idle) periods.

Figure 12.10 shows the traffic model used for simulations. During the on period, cells that originate from the same VC arrive at an input port continuously in consecutive cell time slots, and during the off period no cells are generated. Both the on and off periods are assumed to be geometrically distributed with average lengths $E[B]$ and $E[I]$, respectively.

![Fig. 12.10 The simulated traffic model.](image-url)
Let us define \( p \) as the probability that an arriving cell is the last cell in a burst, and \( q \) as the probability that a new burst starts per time slot. Then the probability that the burst has \( i \) cells is

\[
P[B = i] = (1 - p)^{i-1} p, \quad i \geq 1,
\]

and the probability that an idle period will last for \( j \) time slots is

\[
P[I = j] = (1 - q)^j q, \quad j \geq 0,
\]

where we assume that there is at least one cell in each burst and the duration of an idle period can be zero. The average lengths \( E[B] \) and \( E[I] \) are given by

\[
E[B] = \frac{1}{p} \quad \text{and} \quad E[I] = \frac{1 - q}{q}.
\]

Given \( p \) and \( q \), the offered load \( \rho \) is equal to

\[
\frac{E[B]}{E[B] + E[I]}.
\]

In this simulation study, it is assumed that the switch size \( N \) is 16 and the total number of VCs is 512 (32 VCs per input port). The initial route of each VC is shown in Table 12.1. Then the offered load (\( \rho_i \)) of each input port \( i \)

<table>
<thead>
<tr>
<th>TABLE 12.1 Initial Routing Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>VC Port Address</td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>1 1</td>
</tr>
<tr>
<td>2 1</td>
</tr>
<tr>
<td>16 1</td>
</tr>
<tr>
<td>17 1</td>
</tr>
<tr>
<td>18 1</td>
</tr>
<tr>
<td>32 1</td>
</tr>
<tr>
<td>33 2</td>
</tr>
<tr>
<td>34 2</td>
</tr>
<tr>
<td>512 16</td>
</tr>
</tbody>
</table>
and the offered load \((\rho_j)\) of each output port \(j\) are given by

\[
\rho_i = \sum_{k=1}^{32} \rho_{VC_{i(1) \times 32 + k}}, \quad i = 1, 2, \ldots, 16, (12.5)
\]

and

\[
\rho_j = \sum_{k=0}^{16} \rho_{VC_{j+16 \times k}}, \quad j = 1, 2, \ldots, 16, (12.6)
\]

where \(\rho_{VC_{i(1) \times 32 + k}}\) and \(\rho_{VC_{j+16 \times k}}\) are the average load of \(VC_{i(1) \times 32 + k}\) and the average load of \(VC_{j+16 \times k}\), respectively.

For simplicity, a uniform source distribution is considered, in which any burst to each input port has an equal probability of being originated from any VC, and successive choices of VC are independent. Then the average load of each VC is the same and can be expressed as

\[
\rho_{VC_k} = \rho_{VC}, \quad k = 1, 2, \ldots, 512 (12.7)
\]

and \(\rho_i\) in (12.5) and \(\rho_j\) in (12.6) become

\[
\rho = \rho_i = \rho_j = 32 \rho_{VC}. (12.8)
\]

Although it was assumed that the traffic loads to each output port are uniformly distributed, the uniform distribution is no longer valid when handoff is considered. Since handoff changes the route of the corresponding VC (e.g., the output port address of the VC), the traffic load distribution to each output port is dynamically changed depending on the handoff rate. It is noted that this will affect the delay and cell loss performance of a mobility-support switch.

Figure 12.11 shows the average cell delay as a function of input offered load \((\rho_i)\) in different situations. Here \(N\) and \(M\) are the switch size and the total number of VCs, respectively. BL means the average burst length, which is given in (12.3), and HR is the handoff rate, which is defined as the average number of handoffs that occur in a switch during a second. It is assumed that all VCs are mobile connections, and each VC has an equal probability of handoff. It is also assumed that each handoff is independent. As mentioned in Section 12.4, handoff requires buffering until a new connection subpath is established between a COS and the new base station that a mobile terminal is roaming to. It is assumed that this buffering time is 10 ms, allowing for the connection setup for several hops [36]. Thus, when handoff for a VC occurs, the cells of the VC are queued in the switch memory and transmitted through a different output port after 10 ms.

In Figure 12.11, the case of 100/s handoff rate is compared with the case of no handoff. The 100/s handoff rate means that the handoff of each VC
occurs in every 5.12 s on the average, and the rate is sufficiently high to see the handoff effect of the worst case. As shown in Figure 12.11, the average cell delay of the handoff case is larger than that of the no-handoff case. This is so with both bursty (BL = 15) and nonbursty (BL = 1) traffic and is prominent with large input offered load (\( \rho_i \)). For example, for an input offered load \( \rho_i \) of 0.9 and burst length BL of 15, the handoff case’s average delay (222.7 cell times) is almost twice as large as that in the no-handoff case (116.2 cell times).

There are two factors that increase the average delay in the handoff case. One is that due to handoffs of each VC, the offered loads to each output port are unbalanced, while the load distribution of each output port is assumed to be uniform for the no-handoff case. The other is that when handoff occurs, no incoming cells of the corresponding VC are served during the connection setup time of a new subpath.

Figure 12.12 shows simulation results on cell loss probability vs. buffer size. In this experiment, the switch size, the number total of VCs, and the offered load to each input port are 16, 512, and 0.9, respectively. For uniform random traffic (BL = 1), the required buffer size is much smaller than that for bursty traffic (BL = 15), and the required buffer size in the handoff case is larger than that in the no-handoff case. This shows that a COS needs a large memory for buffering cells of each handoff VC, although it uses a shared memory. For example, for bursty traffic the required buffer size in the handoff case is about 7000 cells to maintain the cell loss probability at less than \( 10^{-6} \). This is at least twice as large as in the no-handoff case (about 3300).
Simulation results show the impact of handoffs on the performance of the mobility-support switch architecture. It can be noticed that the average cell delay in the handoff case is almost two times larger than that in the no-handoff case when the traffic load is heavy and bursty and the handoff rate is high. It can be also noticed that the required memory size in the handoff case is double that in the no-handoff case for heavily loaded bursty traffic and high handoff rate.
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CHAPTER 13

IP ROUTE LOOKUPS

The emergence of new multimedia networking applications and the growth of the Internet due to the exponentially increasing number of users, hosts, and domains have led to a situation where network capacity is becoming a scarce resource. In order to maintain the good service, three key factors have been considered in designing IP networks: large-bandwidth links, high router data throughput, and high packet forwarding rates [16]. With the advent of fiber optics, which provides fast links, and the current switching technology, which is applied for moving packets from the input interface of a router to the corresponding output interface at gigabit speeds, the first two factors can be readily handled. Therefore, the key to the success of the next generation IP networks is the deployment of high-performance routers to forward the packets at the high speeds.

There are many tasks to be performed in packet forwarding: packet header encapsulation and decapsulation, updating a time-to-live (TTL) field in each packet header, classifying the packets into queues for specific service classes, etc. The major task, which seems to dominate the processing time of the incoming packet, is searching for the next-hop information of the appropriate prefix matching the destination address from a routing table. This is also called an IP route lookup.

As the Internet has evolved and grown over in recent years, it has been proved that the IP address space, which is divided into classes A, B, and C, is inflexible and wasteful. Class C, with a maximum of 254 host addresses, is too small, while class B, which allows up to 65,534 addresses, is too large for most organizations. The lack of a network class of a size that is appropriate for mid-sized organization results in exhaustion of the class B network address.
space. In order to use the address space efficiently, bundles of class C addresses were given out instead of class B addresses. This also causes massive growth of routing table entries.

To reduce the number of routing table entries, classless interdomain routing (CIDR) [4] was introduced to allow for arbitrary aggregation of networks. A network that has identical routing information for all subnets except a single one requires only two entries in the routing table: one for the specific subnet (which has preference if it is matched) and the other for the remaining subnets. This decreases the size of the routing table and results in better usage of the available address space. On the other hand, an efficient mechanism to do IP route lookups is required.

In the CIDR approach, a routing table consists of a set of IP routes. Each IP route is represented by a \((r, p)\) pair. The prefix length indicates the number of significant bits in the route prefix. Searching is done in a longest-matching manner. For example, a routing table may have the prefix routes \((12.0.54.8, 32), (12.0.54.0, 24), (12.0.0.0, 16)\). If a packet has the destination address \(12.0.54.2\), the second prefix route is matched, and its next hop is retrieved and used for forwarding the packet.

This chapter is organized as follows: Starting from Section 13.1, the architectures of generic routers are described and the design criteria that should be considered for IP lookups is discussed. Recently, there have been a number of techniques proposed to provide fast IP lookups [2, 3, 5, 6, 9, 12, 14, 15, 16]. From Section 13.2 to Section 13.9 we will look at several IP route-lookup schemes proposed over the past few years.

### 13.1 IP ROUTER DESIGN

#### 13.1.1 Architectures of Generic Routers

The architectures of generic routers can be broadly classified into two categories. One is schematically shown in Figure 13.1. A number of network interfaces, forwarding engines, and a network processor are interconnected with a switching fabric. Inbound interfaces send packet headers to the forwarding engines through the switching fabric. The forwarding engines in turn determine which outgoing interface the packet should be sent to. This information is sent back to the inbound interface, which forwards the packet to the outbound interface. The only task of a forwarding engine is to process packet headers. All other tasks—such as participating in routing protocols, resource reservation, handling packets that need extra attention, and other administrative duties—are handled by the network processor. The BBN multigigabit router [13] is an example of this design.

Another router architecture is shown in Figure 13.2. Here, processing elements in the inbound interface decide to which outbound interface
Fig. 13.1 Router design with forwarding engines.

Fig. 13.2 Router design with processing power on interfaces.

packets should be sent. The GRF routers from Ascend Communications, for instance, use this design.

The forwarding engines in Figure 13.1 and the processing elements in Figure 13.2 use a local version of the routing table—a forwarding table, downloaded from the network processor—to make their routing decisions. It is not necessary to download a new forwarding table for each routing update. Routing updates can be frequent, but since routing protocols need time on the order of minutes to converge, forwarding tables can be allowed to grow a little stale and need not change more than once per second.

The network processor needs a dynamic routing table designed for fast updates and fast generation of forwarding tables. The forwarding tables, on the other hand, can be optimized for lookup speed and need not be dynamic.
13.1.2 IP Route Lookup Design

When designing the data structure used in the forwarding table, the primary goal is to minimize lookup time. To reach that goal, two parameters should be simultaneously minimized:

- the number of memory accesses required during lookups, and
- the size of the data structure.

Reducing the number of memory accesses required during a lookup is important because memory accesses are relatively slow and usually the bottleneck of lookup procedures. If the data structure can be made small enough, it can fit entirely in the cache of a conventional microprocessor. This means that memory accesses will be orders of magnitude faster than if the data structure needs to reside in memory consisting of the relatively slow DRAM.

If the forwarding table does not fit entirely in the cache, it is still beneficial if a large fraction of the table can reside in cache. Locality in traffic patterns will keep the most frequently used pieces of the data structure in cache, so that most lookups will be fast. Moreover, it becomes feasible to use fast SRAM for the small amount of needed external memory. SRAM is expensive, and the faster it is, the more expensive it is. For a given cost, the SRAM can be faster if less is needed.

As secondary design goals, the data structure should

- need few instructions during lookup, and
- keep the entities naturally aligned as much as possible to avoid expensive instructions and cumbersome bit-extraction operations.

These goals have a second-order effect on the performance of the data structure.

For the purpose of understanding the data structure, imagine a binary tree that spans the entire IP address space (Fig. 13.3). Its height is 32, and the number of its leaves is $2^{32}$, one for each possible IP address. The prefix of a routing table entry defines a path in the tree ending in some node. All IP

![Fig. 13.3 Binary tree spanning the entire IP address space.](image)
addresses (leaves) in the subtree rooted at that node should be routed according to that routing entry. In this manner each routing table entry defines a range of IP addresses with identical routing information (next-hop IP address).

If several routing entries cover the same IP address, the rule of the longest match is applied; it states that for a given IP address, the routing entry with the longest matching prefix should be used. This situation is illustrated in Figure 13.4; the routing entry e1 is hidden by e2 for addresses in the range $r$.

13.2 IP ROUTE LOOKUP BASED ON CACHING TECHNIQUE

One possible IP route-lookup approach uses a caching technique where the routing entries of the most recently used destination addresses are kept in a cache. The technique relies on there being enough locality in the traffic so that the cache hit rate is sufficiently high and the cost of a routing lookup is amortized over several packets. These caching methods have worked well in the past. However, as the current rapid growth of the Internet increases, the required size of address caches and hardware caches might become uneconomical.

13.3 IP ROUTE LOOKUP BASED ON STANDARD TRIE STRUCTURE

A trie structure is a multiway tree in which each node contains zero or more pointers to its child nodes. In the 1-bit trie structure [8], each node contains two pointers, the 0-pointer and the 1-pointer. A node $X$ at level $h$ represents the set of all route prefixes that have the same $h$ bits as their first bits. Depending on the value of the $(h + 1)$th bit, 0 or 1, each pointer of the node $X$ points to the corresponding subtree (if it exists), which represents the set of all route prefixes that have the same $(h + 1)$th bits as their first bits. Each IP lookup starts at the root node of the trie. Based on the value of each bit of the destination address of the packet, the lookup algorithm determines the next node to be visited. The next hop of the longer matching prefix found along the path is maintained while the trie is traversed.
An example is shown in Figure 13.5. Each node has a flag associated with it, which indicates whether the particular route prefix terminated there is in the routing table. The flag is indicated with an asterisk. Assume that the destination address 10101101 is given. The IP lookup starts at the top and traverses the path indicated by the destination address, remembering the last time a flag (an asterisk) was seen. Starting at the top, the zero-length prefix has a flag. The first bit of 10101101 is 1, so we go to the right and get to the node with the name 1. There is no asterisk, so {} is still the longest prefix matched so far. The second and third bits of 10101101 are 0 and 1, so we go to the left and right to the node 101*. Here an asterisk is found, so the longest matching prefix is updated from {} to 101. The next bit is 0. We go to the node 10101. The next bit is 1, but there is no pointer marked 1 out of the node 1010. Thus, the lookup is stopped here, and the longest matching prefix is 101.

Maintaining the trie structure is not difficult. To add a route prefix, say 1011, simply follow the pointers to where 1011 would be in the tree. If no pointers exist for that prefix, they should be added. If the node for the prefix already exists, it needs to be marked as being in the forwarding table, that is, an asterisk must be added. To delete a route prefix that has no children, the node and the pointer pointing to it are deleted and the parent node is examined. If it has another child or is marked with an asterisk, it is left alone. Otherwise, that node is also deleted and its parent node is examined. The deletion process is repeated up the tree until a node that has another child or is marked is found.

Using the 1-bit trie structure for the IP route lookups has the drawback in that the number of memory accesses in the worst case could be 32 for IPv4.

The performance of lookups can be substantially improved by using a multibit trie structure. This more general idea was suggested by Srinivasan and Varghese [14]. In the multibit, say $K$-bit, trie structure, each node contains $2^K$ pointers. Each route prefix in the forwarding table is expanded to include new prefixes whose lengths are the smallest numbers that are greater than or equal to the original length and also multiples of $K$ bits. For
TABLE 13.1  An Example of Expanding the Route Prefixes by Using 2-Bit Trie Structure

<table>
<thead>
<tr>
<th>Forwarding Table</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>Expanded</td>
</tr>
<tr>
<td>P1 = 0*</td>
<td>01* (P1)</td>
</tr>
<tr>
<td>P2 = 1*</td>
<td>00* (P1)</td>
</tr>
<tr>
<td>P3 = 10*</td>
<td>10* (P3)</td>
</tr>
<tr>
<td>P4 = 111*</td>
<td>11* (P2)</td>
</tr>
<tr>
<td>P5 = 1000*</td>
<td>1110* (P4)</td>
</tr>
<tr>
<td>P6 = 11001*</td>
<td>1111* (P4)</td>
</tr>
<tr>
<td></td>
<td>1000* (P5)</td>
</tr>
<tr>
<td></td>
<td>110010* (P6)</td>
</tr>
<tr>
<td></td>
<td>110011* (P6)</td>
</tr>
</tbody>
</table>

Fig. 13.6  The 2-bit trie structure corresponding to the forwarding table in Table 13.1.

example, a routing table, shown in the left column of Table 13.1, contains route prefixes P1–P6. The asterisk in each route prefix indicates that the remaining bits are insignificant. By using a 2-bit trie structure, the expanded version of the forwarding table can be obtained as shown in the right column of Table 13.1. Note that the prefix P2 = 1* can be expanded into 10* and 11*, but 10* is not used, since it overlaps P3, which is the longer matching prefix. The corresponding 2-bit trie structure is also shown in Figure 13.6.

The traversal to the node at each level of the K-bit trie is based on each K-bit part of the destination address of the packet. The advantage of the
$K$-bit trie structure is that it provides fast lookups; its disadvantage is the large memory space that is required for nodes of the structure.

### 13.4 PATRICIA TREE

Traditional implementations of routing tables use a version of Patricia trees [10]. A Patricia tree is an improvement on the 1-bit trie structure. It is based on the observation that each internal node of the trie that does not contain a route prefix and has only one child can be removed in order to shorten the path from the root node. By removing some internal nodes, the technique requires a mechanism to record which nodes are missing. A simple mechanism is to store a number, the *skip value*, in each node that indicates how many bits have been skipped on the path. The path-compressed version of the 1-bit trie in Figure 13.5 is shown in Figure 13.7.

Suppose that the destination address 10001101 is given. The IP lookup starts at the top and traverses the path indicated by the destination address, remembering the last time a flag (an asterisk) was seen. Starting at the top, the zero-length prefix has a flag. The first bit of 10001101 is 1, so we go to the right and get to the node with the name 1. There is no asterisk at this node, so {} is still the longest prefix matched so far. Since the second bit of 10101101 is 0, we go to the left. At the left branch, the skip value 2 indicates that in order to take the 0 branch out of the node 1, we must match the two subsequent bits 01. Since the second and the third bits of 10001101 are 00, there is no match. Thus, {} is returned as the longest matching prefix.

With around 40,000 prefix entries in a routing table, a straightforward implementation of Patricia tree structure is almost 2 Mbyte, and 15 or 16 nodes must be traversed to find a routing entry. There are optimizations that can reduce the size of a Patricia tree and improve lookup speeds. Nevertheless, the data structure is large, and too many expensive memory accesses are needed to search it.

![Fig. 13.7](image_url) The Patricia tree corresponding to the 1-bit trie in Figure 13.5.
13.5 SMALL FORWARDING TABLES FOR FAST ROUTE LOOKUPS

Degermark et al. [2] proposed a data structure that can represent large routing tables in a very compact form, small enough to fit entirely in a cache. This provides an advantage in that the fast IP route-lookup algorithm can be implemented in software running on general-purpose microprocessors.

The forwarding table is a representation of the binary tree spanned by all routing entries. This is called the **prefix tree**. The prefix tree is required to be full, that is, such that each node in the tree has either two or no children. Nodes with a single child must be expanded to have two children; the children added in this way are always leaves, and their next-hop information will be the same as that of the closest ancestor with next-hop information.

This procedure, illustrated in Figure 13.8, increases the number of nodes in the prefix tree, but allows building a small forwarding table. Note that it is not needed to actually build the prefix tree to build the forwarding table. The prefix tree is used to simplify the explanation. The forwarding table can be built during a single pass over all routing entries.

The forwarding table is essentially a tree with three levels. As shown in Figure 13.9, level 1 of the data structure covers the prefix tree down to depth 16, level 2 covers depths 17 to 24, and level 3 depths 25 to 32. Wherever a

---

**Fig. 13.8** Expanding the prefix tree to be complete.

**Fig. 13.9** The three levels of the data structure.
part of the prefix tree extends below level 16, a level-2 chunk describes that part of the tree. Similarly, chunks at level 3 describe parts of the prefix tree that are deeper than 24. The result of searching a level of the data structure is either an index into the next-hop table or an index into an array of chunks for the next level.

13.5.1 Level 1 of Data Structure

Imagine a cut through the prefix tree at depth 16. The cut is stored in a bit vector, with one bit per possible node at depth 16. For this, \(2^{16}\) bits = 64 Kbit = 8 Kbyte are required. To find the bit corresponding to the initial part of an IP address, the upper 16 bits of the address is used as an index into the bit vector.

When there is a node in the prefix tree at depth 16, the corresponding bit in the vector is set. Also, when the tree has a leaf at a depth less than 16, the lowest bit in the interval covered by that leaf is set. All other bits are zero. A bit in the bit vector can thus be

- a one representing that the prefix tree continues below the cut: a root head (bits 6, 12, and 13 in Fig. 13.10), or
- a one representing a leaf at depth 16 or less: a genuine head (bits 0, 4, 7, 8, 14, and 15 in Fig. 13.10), or
- zero, which means that this value is a member of a range covered by a leaf at a depth less than 16 (bits 1, 2, 3, 5, 9, 10, and 11 in Fig. 13.10).

For genuine heads an index to the next-hop table is stored. Members will use the same index as the largest head smaller than the member. For root heads, an index to the level-2 chunk that represents the corresponding subtree is stored.

The head information is encoded in 16-bit pointers stored in an array. Two bits of the pointer encodes what kind of pointer it is, and the 14 remaining bits are indices either into the next-hop table or into an array containing level-2 chunks.

![Fig. 13.10](image_url) Part of cut with corresponding bit vector.
So how to find the proper pointer? The bit vector is divided into bit masks of length 16, and there are $2^{12} = 4096$ of those. The position of a pointer in the array is obtained by adding three entities: a base index, a 6-bit offset, and a 4-bit offset. The base index plus 6-bit offset determines where the pointers corresponding to a particular bit mask are stored. The 4-bit offset specifies which pointer among those to retrieve. Figure 13.11 shows how these entities are found. The following paragraphs elaborate on the procedure.

Since bit masks are generated from a full prefix tree; not all combinations of the 16 bits are possible. A nonzero bit mask of length $2^n$ can be any combination of two bit masks of length $n$ or the bit mask with value 1. Let $a(n)$ be the number of possible nonzero bit masks of length $2^n$. Then $a(n)$ is given by the recurrence

$$a(0) = 1, \quad a(n + 1) = 1 + a(n)^2.$$ 

The number of possible bit masks with length 16 is thus $a(4) + 1 = 678$; the additional one is because the bit mask can be zero. An index into a table with an entry for each bit mask thus only needs 10 bits.

A table, `maptable`, is kept to map bit numbers within a bit mask to 4-bit offsets. The offset specifies how many pointers to skip over to find the wanted one, so it is equal to the number of set bits smaller than the bit index. These offsets are the same for all forwarding tables, regardless of what values the pointers happen to have. `maptable` is constant; it is generated once and for all.

The actual bit masks are not needed, and instead of the bit vector an array of 16-bit codewords consisting of a 10-bit index into `maptable` plus a 6-bit offset is kept. A 6-bit offset covers up to 64 pointers, so one base index per four codewords is needed. There can be at most 64K pointers, so the base indices need to be at most 16 bits ($2^{16} = 64K$).
The following steps are required to search the first level of the data structure; the array of codewords is called `code`, and the array of base addresses is called `base`. Figure 13.11 illustrates the procedure.

```plaintext
ix := high 12 bits of IP address
bit := low 4 of high 16 bits of IP address
codeword := code[ix]
ten := ten bits from codeword
six := six bits from codeword
bix := high ten bits of IP address
pix := base[bix]+six+maptable[ten][bit]
pointer := level1_pointers[pix]
```

The code is extremely simple. A few bit extractions, array references, and additions are all that is needed. No multiplication or division instructions are required except for the implicit multiplications when indexing an array.

A total of seven bytes needs to be accessed to search the first level: a two-byte codeword, a two-byte base address, one byte (4 bits, really) in `maptable`, and finally a two-byte pointer. The size of the first level is 8 Kbyte for the codeword array, plus 2 Kbyte for the array of base indices, plus a number of pointers. The 5.3 Kbytes required by `maptable` is shared among all three levels.

When the bit mask is zero or has a single bit set, the pointer must be an index into the next-hop table. Such pointers can be encoded directly into the codeword, and thus `maptable` need not contain entries for bit masks 1 and 0. The number of `maptable` entries is thus reduced to 676 (indices 0 through 675). When the ten bits in the codeword (`ten` above) are larger than 675, the codeword represents a direct index into the next-hop table. The six bits from the code word are used as the lowest six bits in the index, and `ten - 676` gives the upper bits of the index. This encoding allows at most \((1024 - 676) \times 2^6 = 22,272\) next-hop indices, which is more than the 16 K we are designing for. This optimization eliminates three memory references when a routing entry is located at depth 12 or more, and reduces the number of pointers in the pointer array considerably. The cost is a comparison and a conditional branch.

### 13.5.2 Levels 2 and 3 of Data Structure

Levels 2 and 3 of the data structure consist of chunks. A chunk covers a subtree of height 8 and can contain at most \(2^8 = 256\) heads. A root head is level \(n\). There are three varieties of chunks, depending on how many heads the imaginary bit vector contains. When there are

- 1–8 heads, the chunk is *sparse* and is represented by an array of the 8-bit indices of the heads, plus eight 16-bit pointers: a total of 24 bytes.
9–64 heads, the chunk is dense. It is represented analogously to level 1, except for the number of base indices. The difference is that only one base index is needed for all 16 codewords, because 6-bit offsets can cover all 64 pointers. A total of 34 bytes are needed, plus 18 to 128 bytes for pointers.

65–256 heads, the chunk is very dense. It is represented analogously to level 1. The 16 codewords and 4 base indices give a total of 40 bytes. In addition, the 65 to 256 pointers require 130 to 512 bytes.

Dense and very dense chunks are searched analogously to level 1. For sparse chunks, the first to eighth values are placed in decreasing order. To avoid a bad worst case when searching, the fourth value is examined to determine if the desired element is among the first four or last four elements. After that, a linear scan determines the index of the desired element, and the pointer with that index can be extracted. The first element less than or equal to the search key is the desired element. At most 7 bytes need to be accessed to search a sparse chunk.

Dense and very dense chunks are optimized analogously to level 1 as described in Section 13.5.1. In sparse chunks, two consecutive heads can be merged and represented by the smaller if their next hops are identical. When deciding whether a chunk is sparse or dense, this merging is taken into account, so that the chunk is deemed sparse when the number of merged heads is 8 or less. Many of the leaves that were added to make the tree full will occur in order and have identical next hops. Heads corresponding to such leaves will be merged in sparse chunks. This optimization shifts the chunk distribution from the larger dense chunks towards the smaller sparse chunks. For large tables, the size of the forwarding table is typically decreased by 5% to 15%.

13.5.3 Performance
Forwarding tables are constructed from routing tables of various sizes. For the largest routing tables with 40,000 routing entries, the data structure is 150–160 Kbyte, which is small enough to fit in the cache of a conventional general-purpose processor. With the table in the cache, a 200-MHz Pentium Pro or a 333-MHz Alpha 21164 can perform a few million IP lookups per second without special hardware, and no traffic locality is assumed.

13.6 ROUTE LOOKUPS IN HARDWARE AT MEMORY ACCESS SPEEDS
Gupta et al. [5] proposed a route lookup mechanism that, when implemented in a pipelined fashion in hardware, can achieve one route lookup every memory access. It is called the DIR-24-8-BASIC scheme. With current 50-ns
DRAM, this corresponds to approximately $20 \times 10^6$ packets per second, much faster than current commercially available routing lookup schemes.

The technique presented here is based on the following assumptions:

1. Memory is cheap.
2. The route lookup mechanism will be used in routers where speed is at a premium, for example, those routers that need to process at least 10 million packets per second.
3. On backbone routers there are very few routes with prefixes longer than 24 bits. By examining the MAE-EAST backbone routing table [11], we see that 99.93% of the prefixes are 24 bits or less.
4. IPv4 is here to stay for the time being. Thus, a hardware scheme optimized for IPv4 routing lookups is still useful today.
5. There is a single general-purpose processor participating in routing table exchange protocols and constructing a full routing table (including protocol-specific information, such as the route lifetime, for each route entry). The next-hop entries from this routing table are downloaded by the general-purpose processor into each forwarding table, and are used to make per-packet forwarding decisions.

### 13.6.1 The DIR-24-8-BASIC Scheme

The DIR-24-8-BASIC scheme makes use of the two tables shown in Figure 13.12, both stored in DRAM. The first table (called TBL24) stores all possible route prefixes that are not more than 24 bits long. This table has $2^{24}$ entries, addressed from 0.0.0 to 255.255.255. Each entry in TBL24 has the format shown in Figure 13.13. The second table (TBLlong) stores all route prefixes in the routing table that are longer than 24 bits.

Assume for example that we wish to store a prefix, $X$, in an otherwise empty routing table. If $X$ is no more than 24 bits long, it need only be stored...
If longest route with this 24-bit prefix is < 25 bits long:

<table>
<thead>
<tr>
<th>0</th>
<th>Next Hop</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 bit</td>
<td>15 bits</td>
</tr>
</tbody>
</table>

If longest route with this 24-bit prefix is > 24 bits long:

<table>
<thead>
<tr>
<th>1</th>
<th>Index into 2nd table</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 bit</td>
<td>15 bits</td>
</tr>
</tbody>
</table>

**Fig. 13.13** TBL24 entry format.

In TBL24: the first bit of the entry is set to zero to indicate that the remaining 15 bits designate the next hop. If, on the other hand, the prefix \( X \) is longer than 24 bits, then we use the entry in TBL24 addressed by the first 24 bits of \( X \). We set the first bit of the entry to one to indicate that the remaining 15 bits contain a pointer to a set of entries in TBLlong.

In effect, route prefixes shorter than 24 bits are expanded; for example, the route prefix 128.23.16 will have entries associated with it in TBL24, ranging from the memory addresses 128.23.0 through 128.23.255. All 256 entries will have exactly the same contents (the next hop corresponding to the routing prefix 128.23.16). By using memory inefficiently, we can find the next-hop information within one memory access.

TBLlong contains all route prefixes that are longer than 24 bits. Each 24-bit prefix that has at least one route longer than 24 bits is allocated \( 2^5 = 256 \) entries in TBLlong. Each entry in TBLlong corresponds to one of the 256 possible longer prefixes that share the single 24-bit prefix in TBL24. Note that because we are simply storing the next hop in each entry of the second table, it need be only 1 byte wide (if we assume that there are fewer than 255 next-hop routers—this assumption could be relaxed if the memory were wider than 1 byte).

When a destination address is presented to the route lookup mechanism, the following steps are taken:

1. Using the first 24 bits of the address as an index into the first table TBL24, we perform a single memory read, yielding 2 bytes.
2. If the first bit equals zero, then the remaining 15 bits describe the next hop.
3. Otherwise (if the first bit equals one), we multiply the remaining 15 bits by 256, add the product to the last 8 bits of the original destination address (achieved by shifting and concatenation), and use this value as a direct index into TBLlong, which contains the next hop.
Consider the following examples of how route lookups are performed on the table in Figure 13.14. Assume that the following routes are already in the table: 10.54/16, 10.54.34/24, 10.54.34.192/26. The first route requires entries in TBL24 that correspond to the 24-bit prefixes 10.54.0 through 10.54.255 (except for 10.54.34). The second and third routes require that the second table be used (because both of them have the same first 24 bits and one of them is more than 24 bits long). So, in TBL24, we insert a one followed by an index (in the example, the index equals 123) into the entry corresponding to the prefix 10.54.34. In the second table, we allocate 256 entries starting with memory location 123 × 256. Most of these locations are filled in with the next hop corresponding to the 10.54.34 route, but 64 of them [those from (123 × 256) + 192 to (123 × 256) + 255] are filled in with the next hop corresponding to the 10.54.34.192 route.

Now assume that a packet arrives with the destination address 10.54.22.147. The first 24 bits are used as an index into TBL24, and will return an entry with the correct next hop (A). If a second packet arrives with the destination address 10.54.34.23, the first 24 bits are used as an index into the first table, which indicates that the second table must be consulted. The lower 15 bits of the entry (123 in this example) are combined with the lower 8 bits of the destination address, and used as an index into the second table. After two memory accesses, the table returns the next hop (B). Finally, let’s assume that a packet arrives with the destination address 10.54.34.194. Again, TBL24 indicates that TBLlong must be consulted, and the lower 15 bits of the entry
are combined with the lower 8 bits of the address to form an index into the second table. This time the index an entry associated with the 10.54.34.192/26 prefix (C).

13.6.2 Performance

As a summary, the advantages and disadvantages associated with the basic DIR-24-8-BASIC scheme are listed:

Advantages:

1. Although (in general) two memory accesses are required, these accesses are in separate memories, allowing the scheme to be pipelined.
2. Except for the limit on the number of distinct 24-bit-prefixed routes with length greater than 24 bits, this infrastructure will support an unlimited number of routes.
3. The total cost of memory in this scheme is the cost of 33 Mbyte of DRAM. No exotic memory architectures are required.
4. The design is well suited to hardware implementation.
5. When pipelined, $20 \times 10^6$ packets per second can be processed with currently available 50-ns DRAM. The lookup time is equal to one memory access time.

Disadvantages:

1. Memory is used inefficiently.
2. Insertion and deletion of routes from the table may require many memory accesses.

13.7 IP LOOKUPS USING MULTIWAY SEARCH

Lampson et al. [9] showed how to apply a binary search to find best-matching prefixes using two routing entries per prefix and doing some precomputations. They also proposed the way to use an initial array indexed by the first $X$ bits of the address together with taking advantage of cache line size to do a multiway search with six-way branching. Measurements using a practical routing table of 30,000 entries yield a worst case lookup time of 490 ns, five times faster than the Patricia trie scheme.

13.7.1 Adapting Binary Search for Best-Matching Prefix

Binary search can be used to solve the best-matching-prefix problem, but only after several subtle modifications. Assume for simplicity, in the examples, that we have 6-bit addresses and three prefixes 1*, 101*, and 10101*.
First, binary search does not work with variable-length strings. Thus the simplest approach is to pad each prefix to be a 6-bit string by adding zeros. This is shown in Figure 13.15.

Now consider a search for the three 6-bit addresses 101011, 101110, and 111110. Since none of these addresses are in the table, binary search will fail. Unfortunately, on failure all three of these addresses will end up at the end of the table, because all of them are greater than 101010, which is the last element in the table. Notice however that each of these three addresses see Fig. 13.15 has a different best-matching prefix.

Thus we have two problems with naive binary search: first, when we search for an address, we end up far away from the matching prefix (potentially requiring a linear search); second, multiple addresses that match to different prefixes end up in the same region in the binary table (Fig. 13.15).

To solve the second problem, we recognize that a prefix like 1* is really a range of addresses from 100000 to 111111. Thus instead of encoding 1* by just 100000 (the start of the range), we encode it using both start and end of range. Thus, each prefix is encoded by two full-length bit strings. These bit strings are then sorted. The result for the same three prefixes is shown in Figure 13.16. The start and end of a range (corresponding to a prefix) are connected by a line in Figure 13.16. Notice how the ranges are nested. If we now try to search for the same set of addresses, they each end in a different region in the table. To be more precise, the search for address 101011 ends in an exact match. The search for address 101110 ends in a failure in the region between 101011 and 101111 (Fig. 13.16), and the search for address 111110 ends in a failure in the region between 101111 and 111111. Thus it appears that the second problem (multiple addresses that match different prefixes ending in the same region of the table) has disappeared.

To see that this is a general phenomenon, consider Figure 13.17. The figure shows an arbitrary binary search table after every prefix has been
Fig. 13.16 Each prefix is encoded in the table as a range using two values: the start and end of range. This time the addresses that match different prefixes end up in different ranges.

encoded by the low points (marked \( L \) in Fig. 13.17) and the high points (marked \( H \)) of the corresponding range. Consider an arbitrary position indicated by the solid arrow. If binary search for address \( A \) ends up at this point, which prefix should we map \( A \) to? It is easy to see the answer visually from Figure 13.17. If we start from the point shown by the solid arrow and we go back up the table, the prefix corresponding to \( A \) is the first \( L \) that is not followed by a corresponding \( H \) (see dashed arrow in Fig. 13.17).

Why does this work? Since we did not encounter an \( H \) corresponding to this \( L \), it clearly means that \( A \) is contained in the range corresponding to this prefix. Since this is the first such \( L \), that the smallest such range. Essentially, this works because the best matching prefix has been translated to the problem of finding the narrowest enclosing range.

Unfortunately, the solution depicted in Figure 13.16 and Figure 13.17 does not solve the first problem: notice that binary search ends in a position that is
Figure 13.18 The final modified binary search table with precomputed prefixes.

far away (potentially) from the actual prefix. If we were to search for the prefix (as described earlier), we could have a linear-time search. However, the modified binary search table shown in Figure 13.17 has a nice property we can exploit: Any region in the binary search between two consecutive numbers corresponds to a unique prefix. As described earlier, the prefix corresponds to the first $L$ before this region that is not matched by a corresponding $H$ that also occurs before this region. Similarly, every exact match corresponds to a unique prefix.

But if this is the case, we can precompute the prefix corresponding to each region and to each exact match. This can slow down insertion. However, the insertion or deletion of a new prefix should be a rare event (the next hop to reach a prefix may change rapidly, but the addition of a new prefix should be rare) compared to packet forwarding times. Thus slowing down insertion costs for the sake of faster forwarding is a good idea. Essentially, the idea is to add the dashed line pointer shown in Figure 13.17 to every region.

The final table corresponding to Figure 3.17 is shown in Figure 13.18. Notice that with each table entry $E$, there are two precomputed prefix values. If binary search for address $A$ ends in a failure at $E$, it is because $A > E$. In that case, we use the $>$ pointer corresponding to $E$. On the other hand, if binary search for address $A$ ends in a match at $E$, we use the $=$ pointer. Notice that for an entry like 101011, the two entries are different. If address $A$ ends up at this point and is greater than 101011, clearly the right prefix is $P_2 = 101^*$. On the other hand, if binary search for address $A$ ends up at this point with equality, the right prefix is $P_3 = 10101^*$. Intuitively, if an address $A$ ends up equal to the high point of a range $R$, then $A$ falls within the range $R$; if $A$ ends up greater than the high point of $R$, then $A$ falls within the smallest range that encloses $R$.

### 13.7.2 Precomputed 16-Bit Prefix Table

The worst case number of memory accesses of the basic binary search scheme can be improved with a precomputed table of best-matching prefixes for the first $Y$ bits. The main idea is to effectively partition the single binary search
The array element with index $X$ will have the best-matching prefix of $X$ (say $Y$) and a pointer to a binary tree of all prefixes that have $X$ as a prefix.

Table into multiple binary search tables for each value of the first $Y$ bits. This is illustrated in Figure 13.19. $Y = 16$ is chosen for what follows, as the resulting table size is about as large as we can afford, while providing maximum partitioning.

The best-matching prefixes for the first 16-bit prefixes can be precomputed and stored in a table. This table would then have $\text{Max} = 65536$ elements. For each index $X$ of the array, the corresponding array element stores the best matching prefix of $X$. Additionally, if there are prefixes of longer length with that prefix $X$, the array element stores a pointer to a binary search table or tree that contains all such prefixes.

Without the initial table, the worst case possible number of memory accesses is $\log_2 N + 1$, where $N$ is the number of prefixes in the table. For large databases this could be 16 or more memory accesses. For a publicly available IP backbone router database [11], this simple trick of using an array as a front end reduces the maximum number of prefixes in each partitioned table to 336 from the maximum value of over 30,000. This leads to a worst case of 10 memory accesses.

### 13.7.3 Multiway Binary Search: Exploiting the Cache Line

Today processors have wide cache lines. The Intel Pentium Pro has a cache line size of 32 bytes. Main memory is usually arranged in a matrix form, with rows and columns. Accessing data given a random row address and column address has an access time of 50 to 60 ns. However, when using SDRAM, filling a cache line of 32 bytes, which is a burst access to four contiguous
64-bit DRAM locations, is much faster than accessing four random DRAM locations. When accessing a burst of contiguous columns in the same row, while the first datum would be available only after 60 ns, further columns would be available much faster.

By taking the advantage of this observation, data structures can be reorganized to improve locality of access. To make use of the cache line fill and the burst mode, keys and pointers in search tables can be laid out to allow multiway search instead of binary search. This effectively allows us to reduce the search time of binary search from \( \log_2 N \) to \( \log_{k+1} N \), where \( k \) is the number of keys in a search node. The main idea is to make \( k \) as large as possible so that a single search node (containing \( k \) keys and \( 2k + 1 \) pointers) fits into a single cache line. If this can be arranged, an access to the first word in the search node will result in the entire node being prefetched into cache. Thus the accesses to the remaining keys in the search node are much cheaper than a memory access.

If we use \( k \) keys per node, then we need \( 2k + 1 \) pointers, each of which is a 16-bit quantity. Based on a Pentium Pro processor (with the cache line size of 32 bytes), we can choose \( k = 5 \) keys and do a six-way search. For example, if there are keys \( k_1, \ldots, k_8 \), a three-way tree is given in Figure 13.20. The initial full array of 16 bits followed by the six-way search is depicted in Figure 13.21.

From a practical routing table obtained from Merit [11] containing 30,000 routing entries, it is found that after using a 16-bit initial array, the worst case has 336 routing entries left for doing a six-way search. This leads to a worst case of four memory accesses, since \( 6^4 = 1296 \) takes only four memory accesses.

Each node in the six-way search table has five keys \( k_1 \) to \( k_5 \), each of which is 16 bits. There are equal to pointers \( p_1 \) to \( p_5 \) corresponding to each of these keys. Pointers \( p_{01} \) to \( p_{56} \) correspond to ranges demarcated by the keys. This is shown in Figure 13.22. Among the keys we have the relation

![Fig. 13.20](image-url) A three-way tree for eight keys.
**IP Route Lookup Algorithm:**

1. Index into the first 16-bit array, using the first 16 bits of the address.
2. If the pointer at the location is an information pointer, return it. Otherwise enter the six-way search with the initial node given by the pointer, the key being the next 16 bits of the address.
3. In the current six-way node, locate the key. We use binary search among the keys within a node. If the key equals any of the keys \( k_i \) in the node, use the corresponding pointer \( p_{i, i+1} \). If the key falls in any range formed by the keys, use the pointer \( p_{i, i+1} \). If this pointer is an information pointer, return it; otherwise repeat this step with the new six-way node given by the pointer.

### 13.7.4 Performance

For a practical routing table, a basic binary search scheme for the best-matching prefix requires 16 memory accesses for an IP route lookup. By using an initial precomputed 16-bit array, the number of required memory accesses can be reduced to 9.

By applying a six-way branching search technique (after using a 16-bit initial array) that exploits the fact that a Pentium Pro processor prefetches a 32-byte cache line when doing a memory access, we obtain a worst case of five memory accesses. By using a Pentium Pro machine with a 200-MHz clock and a sample of a practical routing table with over 32,000 route entries, a worst case time of 490 ns and an average time of 100 ns for an IP route lookup are obtained. The structure uses 0.7 Mbyte of memory.

### 13.8 IP ROUTE LOOKUPS FOR GIGABIT SWITCH ROUTERS

Huang et al. [6] proposed a route-lookup mechanism that needs only tiny SRAM and can be implemented using a hardware pipeline. The forwarding table, based on their scheme, is small enough to fit into a faster SRAM with low cost. For example, a large routing table with 40,000 routing entries can be compacted into a forwarding table of 450–470 kbytes costing less than US$30. Most route lookups need only one memory access; no lookup needs more than three memory accesses.

#### 13.8.1 Lookup Algorithms and Data Structure Construction

The most straightforward way to implement a lookup scheme is to have a forwarding table in which an entry is designed for each 32-bit IP address, as depicted in Figure 13.23. This design needs only one memory access for each IP-route lookup, but the size of the forwarding table [next-hop array (NHA)] is huge \( 2^{32} \) bytes = 4 Gbyte) [5].

To reduce the size of the forwarding table, an indirect lookup can be employed (see Fig. 13.24) [5]. Each IP address is split into two parts: (a) segment (16-bit) and (b) offset (16-bit). The segmentation table has 64K entries \( 2^{16} \), and each entry (32-bit) records either the next hop (port number, value < 256) of the routing or a pointer (value > 255) that points
to the associated NHA. Each NHA consists of 64K entries (2\(^{16}\)) and each entry (8-bit) records the next hop (port number) of the destination IP address. Thus, for a destination IP address \(a.b.x.y\), the \(a.b\) is used as the index of the segmentation table and the \(x.y\) is employed as the index of the associated NHA, if necessary. Thus, for a segment \(a.b\), if the length of the longest prefix belonging to this segment is less than or equal to 16, then the corresponding entries of the segmentation table store the output port directly, and the associated NHA is not necessary. On the other hand, if the length of the longest prefix belonging to this segment is greater than 16, then an associated 64-Kbyte NHA is required. In this design, a maximum of two
memory accesses is needed for an IP-route lookup. The indirect lookup method [5] employs a 24-bit segment length, and therefore a 16-Mbyte segmentation table is required.

Although the indirect lookup scheme furnishes a fast lookup (up to two memory accesses), it does not consider the distribution of the prefixes belonging to a segment. A 64-Kbyte NHA is required as long as the length of the longest prefix belonging to this segment is greater than 16. The size of the associated NHA can be reduced further by considering the distribution of the prefixes within a segment, as demonstrated in Figure 13.25. The IP address is still partitioned into segment (16-bit) and offset (≤ 16-bit). The segmentation table has 64K entries, each of which (32-bit) is divided into two fields: pointer–next-hop (28-bit) and offset length (4-bit). The first field records either the next hop (port number, value < 256) of the routing, or a pointer (value > 255) to the associated NHA. The second field indicates the length of the offset (k bits, 0 < k ≤ 16). For an offset of k-bit length, the associated NHA has 2^k entries. Now, for each segment, the offset length indicates how many entries are needed in the associated NHA. This depends on the prefixes of the segment. Thus, for a segment a.b, assume there are m prefixes and the longest one is of length 16 < l ≤ 32; then the offset length k for this segment is l - 16. This also means that for a destination IP address a.b.x.y, the a.b is used as the index of the segmentation table and the leftmost k bits of x.y [from 16th bit to (16 + k - 1)th bit] is employed as that of the associated NHA, if necessary. Actually, the NHA depends on the set of prefixes of the segment as well as the length of each prefix.

The mechanism to construct the NHA of a segment is now described. Let l_i and h_i denote the length and the next hop (output port) of a route prefix.
Let \( a_i = l_i - 16 \) and \( k = \max\{a_i | p_i \in P\} \) (NHA is of size \( 2^k \)). Let \( P = \{p_0, p_1, \ldots, p_{m-1}\} \) be the set of sorted prefixes of a segment. Thus, for any pair of prefixes \( p_i \) and \( p_j \), \( i < j \) if and only if \( l_i < l_j \). For each prefix \( p_i \) in \( P \), let \( S_i^0 \) and \( E_i^0 \) denote the data structure of the start point and end point of \( p_i \), respectively. Let \( S_i^1 \) and \( E_i^1 \) denote the memory addresses between \( m_i^0 \), respectively. Let \( S_i^0 \) and \( E_i^0 \) be the memory addresses of \( S_i^1 \) and \( E_i^1 \) in the NHA, respectively. Also let \( \text{op}(S_i^0) \) and \( \text{op}(E_i^0) \) stand for the output port destination addresses of the start point and end point, respectively. Assume \( p_i = a.b.x.y \). Let \( x_0, x_1, x_2, \ldots, x_{15} \) denote the binary digits of \( x \); let \( s_0, s_1, s_2, \ldots, s_{k-1} \) denote the start point mask, where \( s_j = 1 \), \( j < a_i \), and \( s_j = 0 \), \( j \geq a_i \); and let \( e_0, e_1, e_2, \ldots, e_{k-1} \) denote the end point mask, where \( e_j = 0 \), \( j < a_i \), and \( e_j = 1 \), \( j \geq a_i \). Then we have \( \text{ma}(S_i^0) = (x_0, x_1, x_2, \ldots, x_{k-1}) \) AND \( s_0, s_1, \ldots, s_{k-1} \) AND \( \text{ma}(E_i^0) = (x_0, x_1, x_2, \ldots, x_{k-1}) \) OR \( e_0, e_1, e_2, \ldots, e_{k-1} \). For example, assume \( p_i = a.b.58.0 \), \( l_i = 26 \), and \( k = 12 \) (the longest prefix in this segment is of length 28). Then the binary form of 58.0 (k-bit) is 001110100000, and we have \( s_0, s_1, s_2, \ldots, s_{k-1} = 11111111100 \) and \( e_0, e_1, e_2, \ldots, e_{k-1} = 00000000011 \). We have \( \text{ma}(S_i^0) = 0011101000000000 \) and \( \text{ma}(E_i^0) = 0011101000001111 \). This also means that \( \text{NHA} = h_i \), \( \text{ma}(S_i^0) \leq j \leq \text{ma}(E_i^0) \).

Note that for each prefix \( p_i \) in \( P \), we can find a pair \( S_i^0 \) and \( E_i^0 \). The memory addresses between \( \text{ma}(S_i^0) \) and \( \text{ma}(E_i^0) \) can be depicted as an interval \([\text{ma}(S_i^0), \text{ma}(E_i^0)]\), and the set \( P \) of prefixes as a set of intervals. If all the intervals do not overlap, then the NHA can be directly constructed by setting \( \text{NHA} = h_i \), \( \text{ma}(S_i^0) \leq j \leq \text{ma}(E_i^0) \). However, in most cases, this may not be true. An overlap represents that a destination IP address has more than one matching address. However, the proposed design looks for the longest matching. Thus, if a memory address \( j \) belongs to a set \( P' \) of intervals simultaneously, then we should set \( \text{NHA} = h_j \), where \( p_j \) is the longest prefix of \( P' \). For example, assume each route prefix is presented as prefix/length/next hop (output port). Then the set \( P \) of seven sorted prefixes given by 168.188/16/1, 168.188/18/2, 168.188/24/1, 168.188/192.3/26/3, 168.188/86.8/28/6, 168.188/78.9/30/8, 168.188/68.10/32/10 can be presented as the six intervals shown in Figure 13.26(a). The corresponding constructed NHA is given in Figure 13.26(b).

Now, let us consider another example where we have three prefixes on a segment: \( p_0 = 11.7/16/1 \), \( p_1 = 11.7/12.10/32/2 \). Since the longest prefix is of length 32, the offset length \( k \) equals to 32 − 16 = 16 (recorded as 1111 in the offset length field). Then the NHA for prefix 11.7 has \( 2^{16} = 64 \text{K} \) entries. In this case, we have \( \text{ma}(S_0^0) = 0000000000000000 = 0 \), \( \text{ma}(E_0^0) = 1111111111111111 = 65535 \), \( \text{ma}(S_1^0) = \text{ma}(E_1^0) = 0000110000001010 = 3082 \). Thus, we have \( \text{NHA} = \text{NHA}_{3081} = 1 \), \( \text{NHA}_{3082} = 2 \), and \( \text{NHA}_{3083} = \text{NHA}_{65535} = 1 \). For destination IP address 11.7/12.10, the offset is 3082, and the output port can be found in \( \text{NHA}_{3082} = 2 \). For the destination IP address 11.7.x.y, \( 0 \leq x, y \leq 255 \), except 11.7/12.10, the offset \( q \) is 256x + y, and the output port can be found in \( \text{NHA}_q = 1 \).
The formal algorithm for constructing the NHA of a segment is given as follows.

**NHA Construction Algorithm**

*Input*: The set of route prefixes of a segment.

*Output*: The corresponding NHA of this segment.

1. **Step 1.** Let $l_i$ and $h_i$ be the length and output port of a route prefix $p_i$, respectively.

2. **Step 2.** Let $P = \{p_0, p_1, \ldots, p_{m-1}\}$ be the set of sorted prefixes of a segment. Thus, for any pair of prefixes $p_i$ and $p_j$, $i < j$ if and only if $l_i \leq l_j$.

3. **Step 3.** Let $k = l_{m-1} - 16$ /* The size of NHA is $2^k$ */

4. **Step 4.** For each prefix $p_i$ in $P$, calculate $S_i^0$ and $E_i^0$.

5. **Step 5.** For $i = 0$ to $m - 1$ do

   \[ \text{NHA}_i = h_i, \quad \text{ma}(S_i^0) \leq j \leq \text{ma}(E_i^0); \]

6. **Step 6.** Stop.
In the worst case, the number of memory accesses for an IP address lookup is still two for this design, but the total amount of memory required is reduced significantly.

The forwarding database structure (NHAs) shown in Figure 13.25 can be further improved by employing the concept of compression. Thus, for each segment with offset length \( k > 3 \), the associated NHA can be replaced by a codeword array (CWA) and a compressed NHA (CNHA). To construct the CWA, we employ a compression bit map (CBM), one bit for each entry in the original NHA. The compression rule is as follows. Let \( a_i \) denote the value (port number) of the \( i \)th entry of the NHA, \( b_i \) the corresponding bit in the CBM, and \( c_i \) the value (port number) of the \( j \)th entry of the CNHA. Initially, \( c_0 = a_0 \), \( b_0 = 1 \), and \( j = 1 \). Then scan the NHA from left to right. If \( a_{i+1} = a_i \), then \( b_{i+1} = 0 \), else \( b_{i+1} = 1 \), \( c_{i} = a_{i+1} \), and \( j = j + 1 \). For example, the NHA shown in Figure 13.27(a) can be compressed into the corresponding CBM and CNHA as shown in Figure 13.27(b).

The CBM and CNHA of a segment can be constructed directly without constructing the NHA first. The algorithm to construct the CBM and CNHA directly from the given prefixes of a segment is depicted as follows. Before starting, we need to note that for any two distinct prefixes in a segment, either one is completely contained in the other, or the two distinct prefixes have no entries overlapping with each other [5].

**Algorithm for CBM and CNHA Construction**

**Input:** The set \( P = \{ p_0, p_1, \ldots, p_{m-1} \} \) of sorted route prefixes of a segment and \( L = S_0^0, E_0^0, S_1^0, E_1^0, \ldots, S_{m-1}^0, E_{m-1}^0 \).

**Output:** CBM and CNHA.

**Step 1.** Sort \( L \) by memory address in the segment. For identical memory addresses, keep their order the same in \( L \).
Step 2. Let $A = \emptyset$ and stack $C = \emptyset$.

Step 3.

Process the elements in $L$ from left to right, and for each element do

Begin
    If the selected element is a start point $S^0_i$ then
        Push $S^0_i$ in $C$. Append $S^0_i$ to $A$.
    Else /* It is an end point $E^0_i */
        Begin
            Remove top element from stack $C$.
            If the top of stack $C$ is $S^k_j$ then
                Begin
                    Append $S^k_{j+1}$ in $A$, where $\text{op}(S^k_{j+1}) = \text{op}(S^k_j)$ and $\text{ma}(S^k_{j+1}) = \text{ma}(E^0_i) + 1$.
                    Replace the top of stack $C$ by $S^k_{j+1}$.
                End
            Else /* Stack $C$ is $\emptyset */
                Do nothing.
            End
        End
End

Step 4. Compact $A$: for consecutive elements $S^k_i$ and $S^q_j$, remove $S^k_i$ from $A$ if $\text{ma}(S^k_i) = \text{ma}(S^q_j)$, and remove $S^q_j$ from $A$ if $\text{op}(S^k_i) = \text{op}(S^q_j)$.

Step 5. Remove each element $S^k_j$ from $A$ whose $\text{ma}(S^k_j) > \text{ma}(E^0_i)$.

Step 6.

For $i = 0$ to $|A| - 1$ do
    /* $|A|$ is the number of elements in $A */
    Begin
        Let $S^k_i$ be the $i$th element in $A$;
        $C_\text{BM}_p = 1$, where $p = \text{ma}(S^k_i)$;
        $C_\text{CNHA}_j = \text{op}(S^k_i)$
    End

Step 7. Stop.

The time complexity of the proposed algorithm is $O(n \log n)$, where $n$ is the number of prefixes in a segment. Since this algorithm constructs the CBM and CNHA directly from the given prefixes, the forwarding table can be built in a very short time.

The CBM should be encoded as a sequence of codewords (CWA) as follows. Each codeword consists of a map (16-bit) and a base (16-bit). The
CBM is treated as a bit stream and partitioned into a sequence of 16-bit maps. Then these maps are put into the codewords, one for each codeword, sequentially. The base of each codeword equals the number of 1’s accumulated in the maps of previous codewords. For example, the CBM shown in Figure 13.27(b) is encoded as the codewords depicted in Figure 13.28. The maps of the first two codewords are 1000000010000000 and 0000000010001000, respectively. For the first codeword, the base has a value of zero. For the second codeword, since the number of 1’s accumulated in the maps of previous codewords is two, we have a base value of two. The base is used to indicate the start entry of the associated CNHA. Thus, for an offset value $q$, the output port can be computed as follows. Let $cw_s = \text{map}_s + \text{base}_s$ be the code word contains this offset, where $s = q \text{ div } 16$, with div referring to integer division. Let $w = q \text{ mod } 16$ denote the corresponding bit of $q$ in map$_s$, and $|w|$ stand for the number of accumulated 1’s from the 0th bit to the $w$th bit of map$_s$. Then the output port of an offset value $q$ is calculated as

$$\text{op}_q = \text{CHNA}_s, \quad \text{where} \quad t = \text{base}_s + |w| - 1.$$  

For example, consider the case shown in Figures 13.27 and 13.28 again. For offset $q = 8$, we have $s = 0$, $w = 8$, and $|w| = 2$; then $t = \text{base}_0 + |w| - 1 = 0 + 2 - 1 = 1$, and the corresponding output port is $\text{CNHA}_0 = \text{port } 8$. For offset value $q = 25$, we have $s = 1$, $w = 9$, and $|w| = 1$; then $t = (\text{base}_1 + |w| - 1) = 2 + 1 - 1 = 2$, and the corresponding output port is $\text{CNHA}_1 = \text{port } 7$.

To update the forwarding table, we can either rebuild a new one in a short time or use a special hardware design, such as dual-port memory or dual-memory banks.

### 13.8.2 Performance

The proposed route lookup mechanism needs only tiny SRAM and can be easily implemented in hardware. Based on the data obtained from [11], a large routing table with 40,000 routing entries can be compacted to a
forwarding table of 450–470 Kbyte. Most of the address lookups can be done by a memory access. In the worst case, the number of memory accesses for a lookup is three. When implemented in a pipeline in hardware, the proposed mechanism can achieve one routing lookup every memory access. With current 10-ns SRAM, this mechanism furnishes approximately $100 \times 10^6$ routing lookups per second.

### 13.9 IP ROUTE LOOKUPS USING TWO-TRIE STRUCTURE

IP route lookups based on a so-called two-trie structure are described here. In the two-trie structure, the nodes representing the front and rear parts of the prefixes are shared so that the resulting number of nodes in the structure can be reduced. Moreover, it still provides fast lookups. The original two-trie structure was proposed by Aoe et al. [1]. Their algorithms can be adapted to various applications as long as searching is done in the exact match manner. A new version of the two-trie structure and its related algorithms that was specifically designed for doing IP route lookups was described in [7]. Specifically, the lookup algorithm does the longest-prefix match, while the updating algorithms have the property in maintaining the next hop information of the longest prefixes in the structure when the prefix addition or deletion is performed.

A $K$-bit two-trie structure consists of two $K$-bit tries, the front trie and the rear trie, joining leaf nodes together in the middle. A node is called a front (rear) node if it is on the front (rear) trie. Both tries are allowed to traverse in both directions. The direction outgoing from the root node of each trie to its own children nodes is called the forward direction, while the opposite one is called the backward direction.

We assume that any route prefix (or IP address) $X$ of length $Y$ bits is represented in the dotted decimal form $\langle x(0).x(1)\ldots.x(N) \rangle$, where $x(i)$ is a $K$-bit-wide integer of the prefix $X$, $0 \leq i \leq N - 1$; $x(N)$ is a special symbol $\#$; and $N = \lceil Y/K \rceil$. For example, given $K = 8$, a prefix $X = 128.238.0.0$ of length $Y = 16$ bits would be represented as $\langle 128.238.\# \rangle$. The special symbol $\#$ indicates the end of the prefix and is used to distinguish, for example, between $\langle 128.238.\# \rangle$ and $\langle 128.238.3.\# \rangle$, so that a prefix is not allowed within another prefix. If $Y$ is not a multiple of $K$ bits (for example, if $K = 8$, $X = 128.238.32.0$, and $Y = 20$), then $X$ will be transformed to a set of prefixes $\langle 128.238.j.\# \rangle$, where $32 \leq j \leq 47$.

Figure 13.29 shows an example of the two-trie structure when $K = 8$. The nodes of both tries are represented by the node numbers, where each root node is represented by the node number 0. Since we use the same node numbers on both tries, the node numbers of the rear trie are distinguished by an underline. The forward direction is represented by a solid line, and the backward one by a dashed line. Each leaf node on the front trie (the last node on the front trie in each path when traversing the front trie in the forward direction) is called a separate node. Note that the separate nodes are
An example of the two-trie structure when $K = 8$. (©1999 IEEE.)

the nodes that differentiate a prefix from other prefixes. The next hop of each prefix is stored at each separate node. In Figure 13.29, separate nodes (nodes 2, 5, 7, 8, 9, 10, 11, 12, 13) are represented by using rectangles, while other front nodes (nodes 0, 1, 3, 4, 6) are represented by using circles. Rear nodes (nodes 0, 1, 2, 3, 4, 5, 6, 7) are represented by using triangles.

### 13.9.1 IP Route Lookup Algorithm

In this subsection, we will illustrate how to do IP lookups. The IPLookup ($X$) algorithm is shown below. The input of the function is the IP destination address $X$ of an incoming packet, which is in the dotted decimal form. The function returns the next hop of the longest matching prefix found in the two-trie structure.

**Algorithm IPLookup ($X$)**

1. Let $Z$ be the variable that stores the next hop of the longest matching prefix. Initially $Z$ is the default next hop.
2. Start to do an IP lookup from the root node of the front trie by matching each $K$-bit part of the destination address $X$ of the packet with prefixes in the two-trie structure.
3. If there is a match, the traversal is moved to the child node at the next level of the front trie.
4. Whenever a new front node is arrived at, the algorithm first looks for its child node corresponding to the symbol # (which must be the separate node). If the node is found, it means that the two-trie structure contains a longer matching prefix, so the variable $Z$ is updated with the next hop value of this prefix retrieved from the separate node.

5. When the separate node is reached, matching continues to the rear trie by using a pointer at the separate node (shown as a dashed line in Fig. 13.29). Matching on the rear trie is done in the backward direction.

6. The algorithm stops whenever

(a) a mismatch is detected somewhere in the structure (in such a case, the current value of $Z$ is returned as the next hop), or

(b) the traversal reaches the root node of the rear trie (no mismatch is detected). This means that the destination address $X$ of the packet is actually stored as a prefix in the structure. The variable $Z$ is updated with the next hop value of the prefix stored at the separate node we previously visited and returned as the output of the function.

Suppose that we would like to look up the destination address $X = \langle 130.44.64.71.\# \rangle$ from the two-trie structure shown in Figure 13.29. The lookup starts from the root node of the front trie and proceeds along the front trie by moving to the next nodes 6 and 12. Then, the traversal is transferred to the rear trie and continues through the rear nodes 7, 6, and 1 until the root node of the rear trie is reached. The algorithm stops, and the next hop stored at the separate node 12 is assigned to the variable $Z$ and returned as the output. Note that the algorithm can be improved by keeping track of the number of parts of the address $X$ it has already matched. Instead of traversing until reaching the root node of the rear trie, in this example the algorithm can stop when 71, which is the last part of $X$, is matched at the rear node 6.

Now let us change the destination address $X$ to $\langle 130.44.64.72.\# \rangle$ and do the lookup again. When the traversal is at the rear node 6, there is no match with 72. The algorithm stops and returns the current value $Z$, which is the default next hop, as the output.

### 13.9.2 Prefix Update Algorithms

In this subsection, we will introduce the AddPrefix($X, Y, Z$) and DelPrefix($X, Y$) algorithms, which perform the addition and deletion of a prefix $X$ of length $Y$ bits with the next hop $Z$. Note that when $Y$ is not a multiple of $K$ bits, the prefix $X$ is first transformed to a set of the new
prefixes and then the addition and deletion are performed for each prefix that has just been generated.

Before we start to build up a routing table by adding a prefix, initially the front trie has only the root node, the node 0, while the rear trie has two nodes, 0 and 1, and pointers corresponding to the symbol #, as shown in Figure 13.30.

**Algorithm AddPrefix($X, Y, Z$)**

1. Start by traversing nodes from the root node of the front trie to the root node of the rear trie to check whether the prefix $X$ is in the structure.
2. If the prefix $X$ is in the structure, the traversal will finally reach the root node of the rear trie. The algorithm retrieves the current length of $X$ from the separate node we just visited along the path and compares it with the length $Y$. If $Y$ is greater than or equal to the current length of $X$, the algorithm will update the length and the next hop of $X$, which are stored at the separate node along the path we just visited, with the values $Y$ and $Z$, respectively. Then the algorithm stops.
3. If the prefix $X$ is a new one, a mismatch is detected somewhere in the structure. There are two possible cases:
   a. The mismatch is detected on the front trie.
      i. Create a new separate node for matching the $K$-bit part of the prefix $X$ that starts to be different from any other prefixes in the two-trie structure. Store the length $Y$ and the next hop $Z$ at this node.
      ii. Adding the remaining $K$-bit parts of the prefix $X$ to the rear trie. Since the remaining parts of $X$ can be shared with those of other prefixes in the structure, the algorithm traverses the rear trie from the root node in the forward direction and matches the remaining parts of $X$ from the end. Some new rear nodes may be created for the parts of $X$ that have no matches.
      iii. Set a linkage to connect the separate node in step 3(a)i with the rear trie in step 3(a)ii.
(b) The mismatch is detected on the rear trie.
   i. At the rear node where the mismatch is detected, let the variable $M$ be the $K$-bit part of the prefix in the structure that differs from that of the prefix $X$. Note that $M$ is the value that causes the occurrence of the mismatch.
   ii. Retrieve the length and the next hop at the separate node we just visited, and copy it into the variables $L$ and $N$. Change this separate node into a front node.
   iii. Create new front nodes on the front trie for matching the parts of the prefix $X$ the algorithm already visited on the rear trie from the first rear node visited to the rear node where the mismatch was detected.
   iv. Create a new separate node next to the front states in step 3(b)iii for matching the value $M$. Set a linkage of this node with the rear trie. Store the values of $L$ and $N$ into this separate node.
   v. Add the necessary parts of the new prefix $X$ and its length and next hop into the two-trie structure by doing steps 3(a)i to 3(a)iii.
   vi. Remove all unused nodes from the rear trie.

Suppose that we would like to add a prefix $X = \langle 130.46.2.39.\# \rangle$ of length $Y = 32$ bits and the next hop $Z$ into the structure in Figure 13.29. The traversal starts from the root node of the front trie, matches 130, and moves to the node 6. At the node 6, a mismatch is detected on the front trie. The function creates a new separate node 14 for matching 46 and stores the length $Y$ and the next hop $Z$ at this node. The remaining part of $X$, which is $\langle 2.39.\# \rangle$, is checked with the rear trie. From the root node of the rear trie, the traversal passes the nodes 1 and 3 for matching $\#$ and 39. At the node 3, a new rear node 8 is created for matching 2. Finally, a linkage is set to connect the separate node 14 with the rear node 8. The final result of the algorithm is illustrated in Figure 13.31.

Now let us consider another example. Suppose that we would like to add a prefix $X = \langle 130.46.2.40.\# \rangle$ of length $Y = 32$ bits and the next hop $Z$ into the structure in Figure 13.32(a). The traversal starts from the root node of the front trie, and finally a mismatch is detected at the rear node 2. Copy the value 39 into $M$. The length and the next hop of the prefix $\langle 130.46.2.39.\# \rangle$ stored at the separate node 3 is copied into $L$ and $N$. Change the status of the node 3 from the separate node into a front node. Now create the front node 4 and the separate node 5 for matching 2 and $M$ (which is 39). Store the values $L$ and $N$ into the separate node 5, and set a linkage to connect the node 5 with the rear node 1. The result is shown in Figure 13.32(b). Add the necessary parts of $X$ by creating a new separate node 6 for matching 40, traversing the rear trie from the root node for matching $\#$, stopping at the
Fig. 13.31  The result of adding the prefix $X = \langle 130.46.2.39.\# \rangle$ into the two-trie structure in Figure 13.29. (©1999 IEEE.)

(a) Before adding the prefix $X$

(b) After finishing the step (3b.iv)

(c) After finishing the step (3b.v)

(d) After finishing the step (3b.vi)

Fig. 13.32  Illustration of adding of the prefix $X = \langle 130.46.2.40.\# \rangle$. (©1999 IEEE.)
node 1, setting a linkage to connect the separate node 6 and the rear node 1. The result is shown in Figure 13.32(c). Remove the unused node 4 from the rear trie. The final result of the function is shown in Figure 13.32(d).

**Algorithm DelPrefix**(X, Y)

1. Start by traversing nodes from the root node of the front trie to the root node of the rear trie to check whether the prefix X is in the structure.
2. If X is not in the structure, the algorithm stops.
3. If X is in the structure, the traversal finally reaches the root node of the rear trie. The current length of X retrieved from the separate node we just visited along the path is compared with the length Y. If they are equal, the algorithm searches for the second longest prefix from the structure and replaces the length and the next hop of X with the ones of this prefix. If we cannot find the second longest prefix, we do the prefix deletion by performing the following steps:
   (a) Remove the separate node we just visited during the traversal, and destroy the linkage that connects it with the rear trie.
   (b) Remove unused nodes from the rear trie.
   (c) Rearrange the two-trie structure to maintain the property that the separate nodes are the nodes that differentiate a prefix from other prefixes.

Fig. 13.33  Illustration of deleting the prefix 128.238.3.21. (#) 1999 IEEE.
Suppose that we would like to delete the prefix <128.238.3.21/> from the structure shown in Figure 13.33(a). We do the deletion operation by removing the separate node 3 and the linkage connecting the node 2, as shown in Figure 13.33(b). The unused node 2 is removed from the rear trie, as in Figure 13.33(c). Then the two-trie structure is rearranged in that the prefix <128.238.4.25/> should be differentiated by using the node 1 instead of the node 4. The final result of the operation is shown in Figure 13.33(d).

### 13.9.3 Performance

In this section, we will discuss the performance of our scheme based on program simulation. For performance measurement, we used a practical routing table with over 38,000 prefixes obtained from [11]. Two performance issues are considered: (1) the number of memory accesses taken for the lookup operation, and (2) the memory space required for the two-trie structure.

The worst case of the lookup operation for the 8-bit two-trie structure occurs when, for example, the IP destination address <128.238.3.21/> is searched for the next hop in Figure 13.29. The lookup operation takes one memory access at the root node to transfer to the node 1. At the nodes 1, 3, and 4, it takes three memory accesses for each level: two for updating the next hop value to be that of the longer prefix, and one for transferring to the next level. At the separate node 5, the algorithm reaches the last part of the address which is 21. It takes one more memory access to retrieve the next hop value. Thus, the total number of memory accesses in the worst case is 11. The performance of the lookup operation can, however, be improved by modifying the value of \( K \) at the first level of the two-trie structure so that the root node of the front trie covers 16 bits of the prefixes. In such a case, the number of levels at the front trie is reduced by one and the total number of memory accesses in the worst case is reduced to 8.

The number of memory accesses for a lookup operation in the worst case can be reduced to 4 if we eliminate all separate nodes and put the next-hop information into the front nodes. By doing this, each entry in the front node has two more fields: one stores the next-hop information, and the other stores the pointer to the corresponding rear node. This increases the size of the front nodes and, in turn, the memory requirements of the structure; that is the price of the faster lookup operation.

To find the IP lookup performance on the average, assuming that the IP addresses are equally probable, we generated 100 million addresses and performed the lookup operations for them. For the sake of comparison, we used the 8-bit trie structure. The result is shown in Table 13.2.

A typical implementation can be used to implement the two-trie structure. The front or the rear node contains one pointer to its parent node and the entries providing the associated pointers to the nodes at the next level. The separate node stores the length and the next-hop information of each prefix. It also stores two pointers for each direction. Additionally, each node in the
structure contains other necessary node information for use while performing the prefix addition and deletion.

To build up the two-trie structure, we read each IP route from the practical routing table in random order and performed the prefix addition. The result is shown in Table 13.3.

By using the two-trie structure to implement the routing table, we can reduce the memory by around 27% in comparison with the standard trie.

**REFERENCES**


The asynchronous transfer mode (ATM) was standardized by the International Consultative Committee for Telephone and Telegraphy (CCITT), currently called International Telecommunications Union—Telecommunication (ITU-T), as the multiplexing and switching principle for the Broadband Integrated Services Digital Network (B-ISDN). The ATM is a connection-oriented transfer mode based on statistical multiplexing techniques. It is asynchronous in the sense that the recurrence of cells containing information from an individual user is not necessarily periodic. It is capable of providing high-speed transmission with low cell loss, low delay, and low delay variation. It also provides flexibility in bandwidth allocation for heterogeneous services ranging from narrowband to wideband services (e.g., video on demand, video conferencing, video-phone, and video library).

ATM connections either are preestablished using management functions or are set up dynamically on demand using signaling, such as user-network interface (UNI) signaling and private network–network interface (PNNI) routing signaling. The former are referred to as permanent virtual connections (PVCs), while the latter are referred to as switched virtual connections (SVCs).

As shown in Figure A.1, two ATM end systems communicate through two ATM switches. The left end system sends messages generated at the application layer to the right one. The messages are first carried in IP packets, which are then passed down to different layers below the IP layer. Control bytes are added at different layers to facilitate the communications through

\[1\] In native ATM applications, messages can be directly carried by ATM cells without first being carried by IP packets.
the ATM network. At the receiver, the control bytes are stripped off before
the final messages are recovered at the application layer (if no error occurs
during the transmission). Inside the ATM network, there are only two layers,
the physical layer [e.g., the Synchronous Optical Network (SONET)] and the
ATM layer, while at the end systems an additional layer [ATM adaptation
layer, (AAL)] is added. ATM cells are routed through the ATM switches
based on the routing information inside the cell header (5 bytes). The routing
tables in every switch node on the path are updated either statically for PVCs
or dynamically for SVCs. Once the routing tables are all updated, the
connection between the two end systems is established and the left one can
start to send traffic.

The detailed protocol conversion between the layers is shown in Figure
A.2. A message generated at the application layer is passed down to the IP
layer, where a 20-byte IP header is added. At the AAL, some AAL trailer
overhead bytes are added and segmented into fixed-length data units (e.g., 48
bytes per unit). They are then passed down to the ATM layer, where a 5-byte
cell header is added to every cell. A series of cells is then put into the
payload of SONET frames, which repeat every 125 \( \mu \text{s} \). Here, SONET
frames can be likened to trains, and their overhead bytes to train engines.\(^2\)
Cells are like cars in the trains. Cars in the trains may go to different
destinations. As the trains arrive at a train station (i.e., an ATM switch), train
engines are removed and cars are routed to different tracks (i.e., output links

\(^2\)The overhead bytes are actually evenly distributed in the SONET frame. For easy explanation,
they are lumped together here.
of the switch) for which the cars are destined. These cars are packed together with others into trains that go to the same train station.

Section A.1 describes the ATM protocol reference model. Section A.2 describes SONET transmission frames and the functions related to the overhead bytes. Section A.3 describes the functions performed in different sublayers of the reference model. Section A.4 describes the ATM cell format and the related functions performed in the ATM layer. Section A.5 describes different AAL types (1, 2, 3/4, and 5).

### A.1 ATM PROTOCOL REFERENCE MODEL

The ATM protocol reference model shown in Figure A.3 specifies the mapping of higher-layer protocols onto AAL, ATM, and its underlying physical layer. It is composed of four layers and three planes (user, control, and management planes).

- **U-plane:** The *user* plane provides for the transfer of user application information. It contains the physical layer, the ATM layer, and multiple ATM adaptation layers required for different service users, e.g., constant-bit-rate (CBR) and variable-bit-rate (VBR) services.
- **C-plane:** The *control* plane protocols deal with call establishment and release and other connection control functions necessary for providing switched services. The C-plane structure shares the physical and ATM layers with the U-plane. It also includes AAL procedures and higher-layer signaling protocols, such as integrated local management interface (ILMI), UNI signaling, and PNNI routing protocols.
• *M-plane:* The *management* plane provides management functions and the capability to exchange information between the U-plane and C-plane.

The ILMI protocol uses the *simple network management protocol* (SNMP) to provide ATM network devices with status and configuration information concerning virtual path connections (VPCs), virtual channel connections (VCCs), registered ATM addresses, and the capabilities of ATM interfaces. UNI signaling specifies the procedures for dynamically establishing, maintaining, and clearing ATM connections at the UNI. The procedures are defined in terms of messages and the information elements used to characterize the ATM connection and ensure interoperability. The PNNI protocol provides the functions to establish and clear such connections, efficiently manage the resources of the network, and allow networks to be easily configured.

### A.2 SYNCHRONOUS OPTICAL NETWORK (SONET)

ATM cells can be carried on different physical layers, such as digital signal level 1 (DS1), DS3, SONET, and others. Here, we only discuss how cells are carried in SONET transmission frames. SONET is a digital transmission standard based on the synchronous rather than the plesiochronous multiplexing scheme.

#### A.2.1 SONET Sublayers

Figure A.4 shows a SONET end-to-end connection with some typical SONET equipment, such as SONET multiplexer (MUX) terminal, regenerator,
add/drop multiplexer (ADM), and digital cross-connect system (DCS). In practical applications, the communication is bidirectional. Let us consider an example where non-SONET transmission signals from the left are multiplexed by a SONET MUX terminal into SONET frames that are converted to optical signals. Due to attenuation and dispersion in optical fibers, the SONET bit stream needs to be \textit{regenerated}: the optical signal is first converted to the electrical signal, which is amplified, resampled, and then

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sonet_end_to_end_connection}
\caption{SONET end-to-end connection.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{sonet_layers_and_overheads}
\caption{SONET layers and associated overheads.}
\end{figure}
converted back to the optical signal. Because of the resampling, a phase-lock
loop circuit is required to recover the clock from the incoming bit stream.
The ADM is used to add and drop one or several low-rate tributaries, while
the DCS is used for rerouting or grooming low-rate tributaries.

Section is the portion of the SONET connection between a terminal and a
regenerator, or between two regenerators. Line is the portion of the connec-
tion between a MUX terminal and an ADM/DCS, or between ADMs/DCSs.
Path, related to services, is a logical connection between two end terminals,
where SONET frames are generated by one terminal and removed by the
other. As shown in Figure A.5, each portion of the SONET connection has
overhead bytes to facilitate operation, administration, and maintenance
(OAM) functions in the corresponding portion of the SONET connection.
For instance, messages from the service layer (e.g., DS1, DS3, or video
streams) accumulate path overhead (POH), line overhead (LOH), and sec-
tion overhead (SOH) as they are passed down to different layers in SONET.
At the receiver end, these overheads are stripped off as the messages are
passed up to the service layer.

A.2.2 STS-N Signals
The basic SONET transmission signal is synchronous transfer signal level 1
(STS-1), and its transmission frame is shown in Figure A.6. Each frame has
810 bytes and is organized into 9 rows of 90 bytes (transmitted from left to
right, top to bottom). Frames are repeated every 125 μs, corresponding to
8-kHz voice sampling rate. The bit rate of the STS-1 is (810 bytes)/(125 μs),
or 51.84 Mbit/s. The first three columns (27 bytes) are reserved for transport
overhead, consisting of 9-byte SOH and 18-byte LOH. The remaining 87
columns form an STS-1 synchronous payload envelope (SPE), where the first
column is reserved for POH.

As shown in Figure A.6, an SPE does not need to be aligned to a single
STS-1 frame. In other words, it may “float” and occupy parts of two
consecutive frames. There are two bytes in LOH used as a pointer to indicate
the offset in bytes between the pointer and the first byte of the SPE.

When N STS-1 signals are multiplexed with byte interleaving into an
STS-N signal, the STS-N frame structure is as shown in Figure A.7. The byte
position in STS-1 is now “squeezed” with N bytes of information, either
overhead bytes or user’s data. For instance, the first two bytes of STS-1 are
A1 and A2 bytes for framing. Now, there are N bytes of A1 followed by N
bytes of A2 in STS-N frames. The STS-N frames also repeat every 125 μs,
and the bit rate of the STS-N signal is N times that of the STS-1 signal.

Certain values of N have been standardized, and their corresponding bit
rates are shown in Figure A.8. SONET is standardized by the American
National Standards Institute (ANSI) and is deployed in North America, while
Synchronous Digital Hierarchy (SDH) is standardized by ITU-T and is
deployed in the other parts of the world. SONET and SDH are technically
Fig. A.6  Two STS-1 (synchronous transfer signal level 1) frames.

Fig. A.7  Synchronous transfer signal level $N$ (STS-$N$) frames.
### Standardized SONET–SDH rates.

<table>
<thead>
<tr>
<th>OC LEVEL</th>
<th>STS LEVEL</th>
<th>SDH LEVEL</th>
<th>LINE RATE (Mbit/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC-1</td>
<td>STS-1</td>
<td></td>
<td>51.840</td>
</tr>
<tr>
<td>OC-3</td>
<td>STS-3</td>
<td>STM-1</td>
<td>155.520</td>
</tr>
<tr>
<td>OC-12</td>
<td>STS-12</td>
<td>STM-4</td>
<td>622.080</td>
</tr>
<tr>
<td>OC-48</td>
<td>STS-48</td>
<td>STM-16</td>
<td>2488.320</td>
</tr>
<tr>
<td>OC-192</td>
<td>STS-192</td>
<td>STM-64</td>
<td>9953.280</td>
</tr>
</tbody>
</table>

OC: Optical carrier  
SDH: Synchronous Digital Hierarchy  
STS: Synchronous Transfer Signal  
STM: Synchronous Transfer Mode

The major difference between them is in their terminologies. Figure A.8 shows the mapping between them. Synchronous transfer mode level 1 (STM-1) is the basic transmission signal in SDH, and its bit rate is 155.52 Mbit/s. Higher-capacity STMs are formed at rates equivalent to $m$ times this basic rate. STM capacities for $m = 4$, $m = 16$, and $m = 64$ are defined and called STM-4, STM-16, and STM-64. Their corresponding rates are shown in Figure A.8. The optical format of the STS-$N$ signal is called optical carrier level $N$ (OC-$N$).

Figure A.9 shows two examples of multiplexing 12 STS-1 signals into an STS-12 signal, one with two stages of multiplexing and one with a single stage. In order to have identical byte streams at the output of the multiplexer, it has been standardized that the output byte stream has to be the same as the one from multiplexing multiple STS-3 signals.

### A.2.3 SONET Overhead Bytes

Figure A.10 shows the section, line, and path overhead bytes. A1 (11110110) and A2 (00101000) are used for frame alignment. In order to reduce the probability of having A1 and A2 bytes in the payload frame and to avoid a long stream of 0s and 1s, the entire frame except the first 9 bytes is scrambled (see Section A.2.4). The J0 byte is allocated to a section trace. This byte is used to transmit repetitively a *section access point identifier* so that a section receiver can verify its continued connection to the intended transmitter. B1 is used to monitor the error in the regenerator section. B1 is computed using bit-interleaved even parity over all the bits of the previous
STS-1 frame after scrambling and is placed in byte B1 of the current frame before scrambling. The E1 byte is allocated in the first STS-1 of an STS-N signal for a 64-kbit/s orderwire channel used for voice communication between regenerators and terminal locations. The F1 byte is allocated in the first STS-1 of an STS-N signal and is reserved for user purposes (e.g., to provide temporary data/voice channel connections for special maintenance purposes). The D1–D3 bytes are located in the first STS-1 of an STS-N signal for section data communication. These three bytes form a 192-kbit/s message-based channel for alarms, maintenance, control, monitoring, administering, and other communication needed between section-terminating equipment.

The pointer, (H1 and H2 bytes), is used to find the first byte of the SPE. When their value is zero, the SPE starts immediately following the H3 byte. H3 is used for frequency justification to compensate for clock deviations between the source and the multiplexer terminals, which may occur in some circumstances (see Section A.2.5). The B2 bytes are used to monitor bit
errors at the multiplexer section. It is computed using bit-interleaved even parity over all bits of the previous STS-1 frame except for the first three rows of SOH and is placed in bytes B2 of the current frame before scrambling. The K1, K2, and M0 bytes are related to automatic protection switching (APS) operations (see Section A.2.6). The D4–D12 bytes form a 576-kbit/s channel available at the line terminating equipment. The S1 byte is allocated for the synchronous status message (SSM) function. It indicates the type of clock generating the synchronization signal. The M0 byte is allocated for the far end block error (FEBE) function, which is assigned for the Nth STS-1 of

<table>
<thead>
<tr>
<th>TRANSPORT OVERHEAD</th>
<th>PATH OVERHEAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Framing A1</td>
<td>Trace J1</td>
</tr>
<tr>
<td>Framing A2</td>
<td>BIP-8 B3</td>
</tr>
<tr>
<td>Section Trace J0</td>
<td>Signal Label C2</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>BIP-8 B1</td>
<td>User F2</td>
</tr>
<tr>
<td>Orderwire E1</td>
<td>Indicator H4</td>
</tr>
<tr>
<td>User F1</td>
<td>User F3</td>
</tr>
<tr>
<td></td>
<td>APS K3</td>
</tr>
<tr>
<td>Data Com D1</td>
<td>Tandem Connection N1</td>
</tr>
<tr>
<td>Data Com D2</td>
<td></td>
</tr>
<tr>
<td>Data Com D3</td>
<td></td>
</tr>
<tr>
<td>Data Com D8</td>
<td></td>
</tr>
<tr>
<td>Data Com D9</td>
<td></td>
</tr>
<tr>
<td>Data Com D10</td>
<td></td>
</tr>
<tr>
<td>SSM S1</td>
<td></td>
</tr>
<tr>
<td>FEBE M0</td>
<td></td>
</tr>
<tr>
<td>Orderwire E2</td>
<td></td>
</tr>
</tbody>
</table>

SSM: Synchronous Status Message
FEBE: Far End Block Error
BIP-8: Bit Interleaved Parity - 8

Fig. A.10  Section, line, and path overhead bytes.
an STS-N signal. The E2 byte provides an orderwire channel of 64 kbit/s for voice communication between line-terminating equipment.

The J1 byte is used to transmit repetitively a path access point identifier so that a path receiving terminal can verify its continued connection to the intended transmitter. The B3 byte is allocated for a path error monitoring function. It is calculated using bit-interleaved even parity over all bits of the previous frame payload before scrambling and is placed at the B3 byte location of the current frame payload before scrambling. Bits 1–4 of the G1 byte convey the count of interleaved-bit blocks that have been detected in error (ranging from 0 to 8). This error count is obtained from comparing the calculated parity result and the B3 byte value of the incoming frame. The F2 and F3 bytes are allocated for user communication purposes between path elements and are payload-dependent. The H4 byte provides a generalized position indicator for payloads and can be payload-specific. Bits 1–4 of the K3 byte are allocated for APS signaling for protection at the path levels. The N1 byte is allocated to provide a tandem connection monitoring (TCM) function. The tandem connection sublayer is an optional sublayer that falls between the multiplex section and path layers and is application-specific.

### A.2.4 Scrambling and Descrambling

Figure A.11 shows how scrambling and descrambling are done in SONET. A pseudo-random bit stream with $2^7 - 1$ bits is generated by a shift register (seven D-type flip-flops) with some feedback lines as shown in Figure A.12.

![Fig. A.11 Frame-synchronous scrambling.](image-url)
The pseudo-random bit stream \( S \) is then exclusive-ORed with the data bit stream \( D \). The scrambled bitstream \( X \) is sent to the network and is descrambled with the same pseudo-random bit stream. If no error occurs in the network, the received bit stream \( R \) will be obtained by exclusive-ORing \( R \) with \( S \). To synchronize the pseudo-random bitstreams at the transmitter and the receiver, the pseudo-random bitstream generators (the shift registers) are both reset to all ones by a frame pulse that is generated from the detection of framing bytes \( A1 \) and \( A2 \). The scramble generating polynomial is \( 1 + X^6 + X^7 \), resulting in the outputs of the two D-type flip-flops on the right (corresponding to \( X^6 \) and \( X^7 \)) being exclusive-ORed and fed back to the input of the shift register.

### A.2.5 Frequency Justification

The pointer bytes of all STS-1 signals within an STS-N signal are to align the STS-1 transport overheads in the STS-N signal as well as perform frequency justification. When multiplexing a user's data to STS-1 frames, if the user's data rate is higher than the STS-1 payload bandwidth, negative frequency justification occurs. That is, on occasion, one extra byte is added to the payload, as shown in Figure A.13. This is done by inverting the 5 bits of the H1 and H2 bytes in the D (decrement) positions for frame \( n + 2 \) and then decrementing the pointer by 1 in frame \( n + 3 \). As a result, SPE \( n + 3 \) starts sooner with the extra byte placed at the H3 byte location. The reason not to immediately decrement the pointer value by one is to avoid misinterpretation of the pointer value due to bit error. By inverting the five D bits of the pointer, it can tolerate up to two bit errors. On the other hand, when the user's data rate is lower than the STS-1 payload bandwidth, positive justification occurs. That is, on occasion, one byte is not made available to the payload. As shown in Figure A.14, this is done by inverting the five I (increment) bits in the H1 and H2 bytes in frame \( n + 2 \) and then increment-
Fig. A.13 Negative STS-1 pointer justification.

ing the pointer by 1 in frame \(n + 3\). As a result, SPE \(n + 3\) starts later. The byte next to H3 is now left empty or “stuffed” and not allowed to be part of the SPE.

### A.2.6 Automatic Protection Switching (APS)

Two types of maintenance signals are defined for the physical layer to indicate the detection and location of a transmission failure. These signals—the *alarm indication signal* (AIS) and *remote defect indication* (RDI)—are applicable at the section, line, and path layers of the physical layer. An AIS is used to alert associated termination points in the direction of transmission that a failure has been detected and alarmed. A RDI is used to alert associated termination points in the opposite direction of transmission that a defect has been detected. As shown in Figure A.15(a), when a fiber is cut or
the transmission equipment fails, an AIS is generated and transmitted in the
downstream direction with respect to terminal A, while a RDI is generated
for the upstream direction. If failures occur at both directions as shown in
Figure A.15(b), the AIS and RDI are generated and transmitted in both
directions.

K1 and K2 bytes are allocated for APS signaling for the protection of the
SONET equipment. For instance, line AIS is generated by inserting a 111
code in positions 6, 7, and 8 of the K2 byte in the downstream direction,
whereas line RDI is generated by inserting a 110 code in positions 6, 7, and 8
of the K2 byte in the upstream direction. The M0 byte is used to convey the
count of interleaved bit blocks that have been detected in error in the range
[0, 24]. This error count, obtained from comparing the calculated parity result
and the B2 value of the incoming signal at the far end, is inserted in the M0
field and sent back. It reports to the near end line-terminating point about
the error performance of its outgoing signal.

Fig. A.14  Positive STS-1 pointer justification.
AIS alarm indication signal and RDI remove defect indication.

A.2.7 STS-3 vs. STS-3c

Superrate services, such as B-ISDN ATM service, require multiples of the STS-1 rate. They are mapped into an STS-Nc SPE and transported as a concatenated STS-Nc whose constituent STS-1s are lined together in fixed phase alignment. Figure A.16 shows the comparison of the STS-3 and STS-3c: the former is multiplexed from three STS-1 signals, while the latter is
used to carry a single ATM cell stream. For the STS-3, there are three POHs, one for each STS-1 signal, while for the STS-3c there is only one POH. Thus, the number of bytes in the payload of the STS-3c frame is more than that of the STS-3 frame by 18 bytes.

Figure A.17 shows the frame structure of an STS-3c frame and the corresponding overhead bytes. Since there is only one SPE for each STS-3c frame, only one set of pointers (H1 and H2 bytes) in the LOH is used, while the other two sets (H1* and H2*) are not used. The entire STS-3c payload capacity (excluding SOH, LOH, and POH) can be filled with cells, yielding a transfer capacity for ATM cells of $149.760 \text{ Mbit/s}$. The remainder ($5760 \text{ kbit/s}$) is available for the section, line, and path overhead. Because the STS-3c payload capacity (2340 bytes, or $260 \times 9$ bytes) is not an integer multiple of the cell length (53 bytes), a cell may cross a frame payload boundary.

### A.2.8 OC-N Multiplexer

Figure A.18 shows how an OC-N signal is composed and where the functions associated with path-terminating equipment, line-terminating equipment, and section-terminating equipment are performed as the user's payload passes through the path, line, and section layers. The user's payload is first augmented with path overhead to form a SPE, and the B3 byte is calculated at the path layer. The SPE is then augmented with line overhead, and the B2 byte is calculated at the line layer. Finally, the resulting partial frame is multiplexed with byte interleaving and augmented with section overhead and the B1 byte is calculated. Note that the calculated B3, B2, and
The functions of the physical layer (U-plane) are grouped into the physical-medium-dependent (PMD) sublayer and the transmission convergence (TC) sublayer (see Fig. A.19). The PMD sublayer deals with aspects that depend on the transmission medium selected. It specifies physical medium and transmission (e.g., bit timing, line coding) characteristics and does not include framing or overhead information.

The TC sublayer deals with physical layer aspects that are independent of the transmission medium characteristics. Most of the functions constituting the TC sublayer are involved with generating and processing some overhead bytes contained in the SONET frame. On transmission, the TC sublayer maps the cells to the frame format, generates the header error control (HEC, the last byte of the ATM cell header), and sends idle cells when the ATM layer has none to send. On reception, the TC sublayer delineates individual cells in the received bit stream, and uses the HEC to detect and correct received errors.

The HEC byte is capable of single-bit error correction and multiple-bit error detection. The transmitter calculates the HEC value across the entire ATM cell header and inserts the result in the HEC field. The value is the remainder of the division (modulo 2) by the generator polynomial \( x^8 + x^2 + x + 1 \) of the product \( x^8 \) multiplied by the contents of the header excluding the HEC field. The remainder is added (modulo 2) to an 8-bit pattern\(^3\)

\[^3\]When the first four bytes of the cell header are all zeros and the remainder is also zero, modulo-2 adding the 8-bit pattern to the remainder can reduce the length of the stream of zeros.
(01010101) before being inserted in the HEC field. The receiver must subtract the same pattern from the 8-bit HEC before proceeding with the HEC calculation.

At the receiver two modes of operation are defined: correction mode and detection mode, as shown in Figure A.20. In **correction mode** only a single-bit error can be corrected, while **detection mode** provides for multiple-bit error detection. In detection mode all cells with detected errors in the header are discarded. When a header is examined and no error found, the receiver switches to correction mode.

Cell scrambling/descrambling permits the randomization of the cell payload to avoid continuous nonvariable bit patterns and improve the efficiency of the cell delineation algorithm.

![Fig. A.19](image) Protocol reference model sublayers and functions.

![Fig. A.20](image) Receiver HEC bimodal operation.
The cell delineation function identifies cell boundaries based on the HEC field. Figure A.21 shows the state diagram of the HEC cell delineation method. In the HUNT state, the delineation process is performed by checking for the correct HEC in the incoming data stream. Once a correct HEC has been detected, it is assumed that one cell header has been found, and the receiver passes to the PRE-SYNC state. In the PRE-SYNC state, the HEC checking is done cell by cell. The transition occurs from the PRE-SYNC state to the SYNC state if \( m \) consecutive correct HECs are detected, or to the HUNT state if an incorrect HEC is detected. In the SYNC state, the receiver moves to the HUNT state if \( n \) consecutive cells have an incorrect HEC. For instance, \( m \) can be 6 and \( n \) can be 7.

### A.4 ASYNCHRONOUS TRANSFER MODE

The ATM layer provides for the transparent transfer of fixed-size ATM cells between communicating upper layer entities (AAL entities). This transfer occurs on a preestablished ATM connection according to a traffic contract. A traffic contract is composed of a service class, a vector of traffic parameters (e.g., peak cell rate, sustainable rate, and maximum burst size), a conformance definition, and other parameters. Each ATM end system is expected to generate traffic that conforms to these parameters. Enforcement of the traffic contract is optional at the private UNI. The public network is expected to monitor the offered load and enforce the traffic contract.

As shown in Figure A.22, an ATM cell has a 5-byte header field and a 48-byte information field. There are two types of cell headers, one for UNI
and one for the network-to-network interface (NNI). The UNI cell header contains the following fields: 4-bit generic flow control (GFC), 8-bit virtual path identifier (VPI), 16-bit virtual channel identifier (VCI), 3-bit payload type identifier (PTI), 1-bit cell loss priority (CLP), and 8-bit header error control (HEC). The NNI cell header does not have the GFC field, and its VPI field is 12 bits as opposed to 8 bits in the UNI cell header.

GFC can be used to provide local functions (e.g., flow control) on the customer site. It has local significance only; the value encoded in the field is not carried from end to end and will be overwritten by the ATM switches.

### A.4.1 Virtual Path and Virtual Channel Identifiers

ATM has a two-level hierarchy of ATM connection, whereby a group of VCCs are usually bundled in a VPC. Within a transmission link, there can be multiple VPCs, and within each VPC there can be multiple VCCs. VPCs are logical "pipes" between any two ATM switch nodes that are not necessarily directly connected by a single physical link. Thus, it allows a distinction between physical and logical network structures and provides the flexibility to rearrange the logical structures according to the traffic requirements and end point locations. A VPC is often chosen to be a constant-rate "pipe"; it is not restricted to be so, and it can belong to any of the service categories. For instance, a corporation might establish VPCs through a network service provider to interconnect various building locations. The presence of VPCs allows for quicker establishment of switched VCCs. The VPCs also enable faster restoration.

As shown in Figure A.23, when a VPC (e.g., VPI = 3) is routed by a switch node, only the VPI will be used to look up the routing table and be replaced with a new value (VPI = 6), and its VCI values remain unchanged (VCI = 96...
and 97). When a VCC (e.g., VPI = 2, VCI = 31) is routed through a switch, the combination of the VPI and VCI is used to look up the routing table and replaced with a new value (VPI = 4, VCI = 57) at the output link.

The two identifiers, together with the physical link the cells arrive from, uniquely identify connections at each ATM switch. At the UNI, there are 8 bits for the VPI, while at the NNI there are 12 bits. In general, VCI values are unique only at a particular VPI value, and VPI values are unique only in a particular physical link. The VPI/VCI has local significance only, and its value is replaced with a new value at a new physical link, which is known as label swapping. The reason for having the VPI/VCI change at every link is to support a large number of ATM end systems. For instance, the number of hosts supported by IPv4 is limited to $2^{32}$, whereas in ATM the number is limited to $2^{24}$ at UNI or $2^{28}$ at NNI, per transmission link.

### A.4.2 Payload Type Identifier

The main purpose of the payload type identifier (PTI) is to discriminate user cells (i.e., cells carrying user information) from nonuser cells. As shown in Figure A.24, PTI values of 0 to 3 indicate user cells. PTI values of 2 and 3 indicate that congestion has been experienced in the network. PTI values of 4 and 5 are used for VCC level management functions (F5 flow), where OAM cells of F5 flow have the same VPI/VCI value as the user data cells transported by the VCC. A PTI value of 4 is used for identifying OAM cells communicated within the bounds of a VCC segment (i.e., a single link segment across the UNI), while a PTI value of 5 is used for identifying
end-to-end OAM cells. A PTI value of 6 indicates the resource management (RM) cell.

A congestion flow control scheme used in the ATM network is *explicit forward congestion notification*. When a network node detects congestion on the link, it will mark the *congestion-experienced* bit in the PTI of user data cells passing through the congested link (i.e., changing the pattern 000 to 010, or 001 to 011). Once a cell is marked congestion-experienced at a node, it cannot be modified back to congestion-not-experienced by any downstream node along the path to the destination node. The receiver can set a congestion indication bit in the RM cells to instruct the sender to slow down, increase, or maintain the rate. The RM cells are normally transmitted from the sender to the receiver every certain number of data cells it sends.

### A.4.3 Cell Loss Priority

The CLP field may be used for loss priority indication by an ATM end system and for selective cell discarding in network equipment. This bit in the ATM cell header indicates two levels of priority for ATM cells. Cells with CLP = 0 are higher priority than those with CLP = 1. Cells with CLP = 1 may be discarded during periods of congestion to preserve the loss rate of the cells with CLP = 0.

### A.4.4 Predefined Header Field Values

Figure A.25 shows some predefined header field values. The cell rate decoupling function at the sending entity adds unassigned cells to the assigned cell stream (cells with valid payload) to be transmitted. In other words, it transforms a noncontinuous stream of assigned cells into a continuous stream.

<table>
<thead>
<tr>
<th>PTI</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>User data cell, congestion not experienced, SDU-type=0</td>
</tr>
<tr>
<td>001</td>
<td>User data cell, congestion not experienced, SDU-type=1</td>
</tr>
<tr>
<td>010</td>
<td>User data cell, congestion experienced, SDU-type=0</td>
</tr>
<tr>
<td>011</td>
<td>User data cell, congestion experienced, SDU-type=1</td>
</tr>
<tr>
<td>100</td>
<td>Segment OAM F5 flow related cell</td>
</tr>
<tr>
<td>101</td>
<td>End-to-end OAM F5 flow related cell</td>
</tr>
<tr>
<td>110</td>
<td>Resource management cell</td>
</tr>
<tr>
<td>111</td>
<td>Reserved for future functions</td>
</tr>
</tbody>
</table>

*Fig. A.24 Payload type identifier (PTI) encoding.*
of assigned and unassigned cells. At the receiving entity, the opposite operation is performed for both unassigned and invalid cells. The rate at which the unassigned cells are inserted or extracted depends on the bit rate (rate variation) of the assigned cell and/or the physical layer transmission rate.

Meta-signaling cells are used by the meta-signaling protocol for establishing and releasing SVCs. For PVCs, meta-signaling is not used.

The virtual path connection (VPC) operation flow (F4 flow) is carried via specially designated OAM cells. The OAM cells of the F4 flow have the same VPI value as the user-data cells transported by the VPC but are identified by two unique preassigned virtual channels within this VPC. At the UNI, the virtual channel identified by a VCI value 3 is used for virtual-path level management functions between ATM nodes on both sides of the UNI (i.e., single virtual-path link segments), while the virtual channel identified by a VCI value 4 can be used for virtual path level end-to-end management functions.

### A.5 ATM ADAPTATION LAYER

The AAL performs the functions necessary to adapt the capabilities provided by the ATM layer to the needs of higher-layer applications. Since the ATM layer provides an indistinguishable service, the AAL is capable of providing

---

### Table A.25 Predefined header field values.

<table>
<thead>
<tr>
<th>Use</th>
<th>Value (Octet 1)</th>
<th>Value (Octet 2)</th>
<th>Value (Octet 3)</th>
<th>Value (Octet 4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unassigned cell indication</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>Meta-signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>Meta-signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>General Broadcast signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>General Broadcast signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>Meta-signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>Meta-signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>Point-to-Point signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>Point-to-Point signaling (default)</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
<td>00000000</td>
</tr>
<tr>
<td>Invalid Pattern</td>
<td>xxxxxxxxx</td>
<td>xxxxxxxxx</td>
<td>xxxxxxxxx</td>
<td>xxxxxxxxx</td>
</tr>
<tr>
<td>Invalid Pattern</td>
<td>xxxxxxxxx</td>
<td>xxxxxxxxx</td>
<td>xxxxxxxxx</td>
<td>xxxxxxxxx</td>
</tr>
<tr>
<td>Segment OAM F4 flow cell</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
</tr>
<tr>
<td>Segment OAM F4 flow cell</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
</tr>
<tr>
<td>End-to-End OAM F4 flow cell</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
</tr>
<tr>
<td>End-to-End OAM F4 flow cell</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
<td>0000aaaa</td>
</tr>
</tbody>
</table>

1: “a” indicates that the bit is available for use by the appropriate ATM layer function
2: “x” indicates “don’t care” bits
3: “y” indicates VPI value other than 00000000
4: “c” indicates that the originating signaling entity shall set the CLP bit to 0. The network may change the value of the CLP bit.
5: Reserved for signaling with the local exchange
6: Reserved for signaling with other signaling entities (e.g., other users or remote networks)
7: The transmitting ATM entity shall set bit 2 of octet 4 to 0. The receiving ATM entity shall ignore bit 2 of octet 4.
different functions for different service classes. For instance, VBR users may require such functions as protocol data unit (PDU) delineation, bit error detection and correction, and cell loss detection. CBR users typically require source clock frequency recovery, and detection and possible replacement of lost cells. These services are classified by ITU-T based on three parameters: timing relationship between source and destination, bit rate, and connection mode. Four classes have been defined and shown in Figure A.26.

- **Class A**: This class corresponds to CBR, connection-oriented services with a timing relationship between source and destination. Typical services of this class are voice, circuit emulation, and CBR video.
- **Class B**: This class corresponds to VBR (variable bit rate) connection-oriented services with a time relationship between source and destination. Packet video is a typical example of this service class.
- **Class C**: This class corresponds to VBR connection-oriented services with no timing relationship between source and destination. X.25 and frame relay are typical examples of this service class.
- **Class D**: This class corresponds to VBR connectionless services with no timing relationship between source and destination. IP data transfer is a typical example of this type of service.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Service Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timing relation between source and destination</td>
<td>Class A</td>
</tr>
<tr>
<td>Required</td>
<td>Not Required</td>
</tr>
<tr>
<td>Bit Rate</td>
<td>Constant</td>
</tr>
<tr>
<td>Connection Mode</td>
<td>Connection–Oriented</td>
</tr>
<tr>
<td>AAL (S)</td>
<td>AAL1</td>
</tr>
<tr>
<td>Example(s)</td>
<td>DS1/E1, nx64 kbps emulation</td>
</tr>
</tbody>
</table>
As shown in Figure A.27, the AAL is subdivided into two sublayers: the segmentation and reassembly (SAR) sublayer and the convergence sublayer (CS). The SAR sublayer performs the segmentation of user information into the ATM cell payloads. The CS maps the specific user requirements onto the ATM transport network. The functions performed at the CS differ for each of the services, whereas the SAR sublayer provides the same functions to all the services.

The CS is further divided into two parts: the common part convergence sublayer (CPCS), which is common to all users of AAL services, and the service-specific convergence sublayer (SSCS), which depends on the characteristics of the user's traffic. Figure A.27 shows how these sublayers SAR, CPCS, and SSCS are related to each other. The SSCS can be null, meaning that it need not be implemented, whereas the CPCS is always present. It is apparent that the protocol functionality performed at the SAR and CPCS is common to all AAL users.

A.5.1 AAL Type 1

AAL1 is used for CBR services that require tight delay and jitter control between the two end systems, for example, emulated $n \times 64$ kbit/s channels or T1 or E1 facilities. As shown in Figure A.28, the 47-byte SAR-PDU
payload used by CS has two formats, called P and non-P. In the non-P format, the entire SAR PDU is filled with user information.

The P-format is used in the structured data transfer mode, where a structured data set, a byte stream, is transferred between source and destination. The structured data set is pointed at by a pointer that is placed at the first byte of the 47-byte payload, and thus only 46 bytes are used to carry the user’s information. The pointer is carried by even-numbered (0, 2, 4, 6) SAR PDUs, where the convergence sublayer indicator (CSI) is set to 1. Since the pointer is transferred in every two PDUs, it needs to point to any byte in the structured data set, that is, up to 93 bytes (46 + 47). Thus, 7 bits are used in the one-byte pointer to address the first byte of an n × 64 kbit/s structure.

The first byte of the SAR PDU consists of a 1-bit CSI, a 3-bit sequence count, a 3-bit cyclic redundancy check (CRC), and a parity bit. The CSI bit carries the CS indication. The sequence count carries the sequence number of the SAR PDUs (0 to 7). The CSI bit and the sequence count are protected by a 3-bit CRC. The resulting 7-bit field is protected by an even-parity check bit. The CSI and the sequence count values are provided by the CS sublayer. Such a 4-bit sequence number protection field is able to correct single-bit errors and to detect multiple-bit errors. By using the sequence count, the receiver will be able to detect any cell loss if the number of lost cells is not an integer multiple of 16.

The AAL1 convergence sublayer provides two methods to support asynchronous CBR services where the clocks are not locked to a network clock. The two methods are *adaptive clock* and *synchronous residual time stamp* (SRTS). With the SRTS technique, an accurate reference network is supposed to be available at both transmitter and receiver. The timing information about the difference between the source clock and the network rate is conveyed by the CSI bit. The difference is bounded to 4-bit precision, and thus the source clock’s stability tolerance is 2 parts per million (ppm). The 4
bits of timing information are carried in the CSI field of four SAR PDUs with an odd sequence count (1, 3, 5, 7). The receiver can thus regenerate the source clock rate with required accuracy by using the CSI field.

A.5.2 AAL Type 2

AAL2 is recently standardized and is designed for low-bit-rate, delay-sensitive applications that generate short, variable-length packets. A motivating application for AAL2 was low-bit-rate voice, where the delay to fill the payload of an ATM cell with the encoded speech from a single voice source would have degraded performance because of its large assembly delay. Thus, a key attribute of AAL2 is the ability to multiplex higher-layer packets from different native connections, called logical link connections (LLCs) (up to 255), onto a single ATM virtual channel connection (VCC) without regard to the cell boundaries. In other words, AAL2 does not require that each encapsulated packet fit within a single ATM payload, but rather allows packets to span across payloads. A connection identification (CID) field is used in the packet header to identify the LLC to which a packet belongs. A length indicator (LI) field is used to identify the boundaries of variable-length LLC packets.

Figure A.29 shows the AAL2 SAR-PDU format, where the start field (STF) is located at the beginning of each ATM cell and the packet header

---

**Fig. A.29** AAL2 SAR–PDU format.
precedes each native packet. The packet header is 3 bytes long. The CID field is 8 bits long and identifies the LLC for the packet. The LI field comprises 6 bits and indicates the length of the LLC packet. When the LI points beyond the end of the current ATM cell, the packet is split between cells. The HEC field comprises 5 bits and provides error detection over the packet header. Five bits are reserved (RES) for future use.

In the STF, the offset field (OSF) is 6 bits in length. It indicates the remaining length of the packet that (possibly) started in the preceding cell from this ATM connection and is continuing in the current cell. Thus, the OSF points to the start of the first new packet and provides immediate recovery of the packet boundary after an event causing loss of packet delineation. The 1-bit sequence number (SN) field provides a modulo-2 sequence numbering of cells. The one parity (P) bit provides odd parity and covers the STF.

It may be necessary to transmit a partially filled ATM cell to limit packet emission delay. In such a case, the remainder of the cell is padded with all zero bytes. A cell whose payload contains only the STF and 47 padding bytes can also be transmitted to meet other needs, such as serving a keep-alive function and satisfying a traffic contract.

### A.5.3 AAL Type 3/4

AAL3 was designed for Class C services, and AAL4 for Class D services. During the standardization process, the two AALs were merged and are now the same. The CPCS of AAL type 3/4 plays the role of transporting

---

**Fig. A.30** Structure of the AAL3/4 CPCS PDU.

<table>
<thead>
<tr>
<th>Octets</th>
<th>CS-PDU HEADER</th>
<th>CS-PDU User Information</th>
<th>PAD</th>
<th>CS-PDU TRAILER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CS-PDU Type</td>
<td>BTag</td>
<td>BASize</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Protocol Control</td>
<td>ETag</td>
<td>CS User Info. Length</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- CS-PDU Type=under study; set to zero for connectionless service
- BTag=sequence no. for CS-PDUs=E Tag
- BASize=CS-PDU payload length
- Protocol Control=under study; set to zero for connectionless service
variable-length information units through the SAR sublayer. Figure A.30 shows the structure of the AAL 3/4 CPCS PDU. The CPCS-PDU header includes the fields common part identifier (CPI), beginning tag (BTA), and buffer allocation size (BSA), whereas the trailer includes the fields alignment (AL), ending tag (ETA), and length (LEN). CPI is used to interpret the subsequent fields in the CPCS-PDU header and trailer, for example the counting units of the subsequent fields BAS and LEN. BTA and ETA are equal in the same CPCS PDU. Different bytes are used in general for different CS PDUs, and the receiver checks the equality of BTA and ETA. BAS indicates to the receiver the number of bytes required to store the whole CPCS PDU. AL is used to make the trailer a 4-byte field, and LEN indicates the actual content of the PDU’s payload, whose length is up to 65,535 bytes. A padding field (PAD) is also used to make the payload an integer multiple of 4 bytes, which could simplify the receiver design. The current specification of CPI is limited to the interpretation just described for the BAS and LEN fields.

Figure A.31 shows the structure of the AAL 3/4 PDU. The segment type (ST) is a 2-bit field that indicates a SAR-PDU as containing the beginning of a message (BOM), the continuation of a message (COM), the end of a message (EOM), or a single-segment message (SSM). The 4-bit sequence number (SN) field is used to number the SAR PDUs modulo 16 (i.e., 0 to 15).

![Fig. A.31 Structure of the AAL3/4 SAR PDU.](image-url)
The multiplexing identification (MID) field is 10 bits long and is used to multiplex different connections into a single ATM connection. All SAR PDUs of a particular connection are assigned the same MID value. Using this field, it is possible to interleave and reassemble SAR PDUs of different sources that are transported using the same VPI/VCI. Cells of different sources are distinguished by carrying different MID values. The 6-bit user information length indicates the number of bytes in the SAR PDU, and its value ranges from 4 to 44. A 10-bit CRC is used over the entire SAR PDU to detect bit errors. Figure A.32 shows how a data packet is converted to ATM cells (using AAL3/4) that are then embedded in SDH frames.

### A.5.4 AAL Type 5

AAL5 is the most widely used AAL type to date. For instance, AAL5 is the adaptation layer for ILMI, UNI signaling, PNNI signaling, and for IP packets.

Figure A.33 shows the structure of AAL5 CPCS PDU. Its payload length can be from 1 to 65,535 bytes. A PAD field, ranging 0 to 47 bytes, is added to make the CPCS-PDU length an integer multiple of 48 bytes. Thus, it can completely fill in the SAR-PDU payloads. CPCS user-to-user indication (UU) is one byte long and may be used to communicate between two AAL5 entities. The common part indicator (CPI), also one byte long, is not defined.
yet and must be set to 0. LEN indicates the actual length of the CPCS-PDU payload, so as to identify the PAD size. A 32-bit CRC, following the FDDI standards, is used to detect bit errors in the CPCS PDU. The CPCS PDU is segmented into 48-byte SAR PDUs and passed to the ATM layer, where 5-byte cell headers are inserted to the front of the data units, as shown in Figure A.34.

The main reasons that AAL5 is the most widely used are its high utilization (the entire 48-byte payload is used to carry user's information) and small processing overhead (one CRC calculation for the entire CPCS PDU). To have all 48 bytes carry user's information, the ATM layer is required to indicate the last cell of a data packet to facilitate packet reassembly, which in turn violates the protocol stack. When a cell's PTI is 000, it can be either a beginning of a message (BOM) or a continuation of a message (COM). When it is 001, the cell can be either an end of a message (EOM) or a single-segment message (SSM). A receiver will start to reassemble arriving cells when it receives the very first cell until it receives a cell with the PTI set to 001. Once an EOM or SSM is received, the receiver will start the reassembly process for the following packet.
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